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Abstract

Segmentation is the foundation of medical image analysis. Valvular segmentation

is used for diagnosis and valve replacement planning, while vascular segmentation

is used for diagnosing and modelling pathological function. Deformable modelling

combines image and shape smoothness forces, and often uses statistical constraints

for shape preservation. However for pathological organ segmentation they can be

too restrictive. As such an image-driven framework which emphasises the use

of image data, is proposed for valvular and vascular segmentation. To ensure an

image-driven deformable model, both automatic pose estimation and boundary de-

tection employ learning-based classifiers using image intensity data. The model’s

surface is smoothed with B-spline-based 3D regularisation, which is controlled by

the original and new vertices after boundary detection, again meaning that the

process is image-dependent. For complex valve shapes, prior-based constraints are

applied for some shape preservation, however these constraints are applied non-

iteratively. This ensures that the framework does not overly rely on shape priors,

allowing for flexible deformation.

Although efficient at the testing stage, preparing such a system is work intensive

and time consuming. This thesis also presents efficient model preparation by em-

ploying neural network (NN) classification, and a new method for automatically

identifying mesh surface correspondences. The manual work of identifying suitable

boundary features for both valvular and vascular segmentation, is significantly re-

duced by allowing NNs to learn such features instead of hand-crafting them. Such

boundary detection produced good segmentation for both the aortic root and lym-

phatic vessels. Similarly, a novel combination of marginal space learning (MSL)
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and NNs, called NN-MSL, is capable of automatically estimating the aortic root’s

pose by learning sufficiently abstract features. Novel multi-resolution pooling is

also employed in NN-MSL, which dramatically reduces the network’s architecture

to reduce training time, but still incorporates global and local structure informa-

tion. In addition, statistical shape model (SSM) generation can be work intensive

as surface correspondences are required across a set of training shapes. This is

often done manually, or with slow automated methods that only produce sparse

vertex correspondence. Here, a fast method is proposed for finding dense corre-

spondences across a set of aortic root meshes. This is done through non-rigid

registration estimated with a mesh-based similarity metric, which is shown to be

more suitable than image-based registration on noisy cardiac CT data.

Qualitative and quantitative results are presented for dense correspondence iden-

tification, and the 3D segmentation of aortic roots in CT and lymphatic vessels

in confocal microscopy images. They show that the proposed methods are supe-

rior to other state-of-the-art approaches for such data, and model preparation is

dramatically reduced.
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Medical imaging is an essential branch of medicine for patient diagnosis and

operative assistance. Since the first X-ray scan in 1895 [213], numerous imag-

ing modalities have been developed for visualising organs, which includes CT,

MRI, PET, SPECT, ultrasonography and microscopy [79]. The analysis of such

images has traditionally been carried out manually by medical experts, which is

subjective and time-consuming. Digital image analysis provides semi-automatic

or automatic methods for organ visualisation, classification, comparison, mea-

surement and function modelling. Medical image segmentation is the process of

delineating an organ in 2D or 3D, which highlights its structure by essentially

removing unwanted objects from the image. It is therefore used for many of the

aforementioned analysis applications [238].

Parametric deformable modelling is an effective segmentation technique which

offers robust segmentation for noisy images, as its deformation is constrained to

ensure smooth results [275]. They are therefore composed of image-driven and

shape-driven forces, which can be interchanged and their importance adjusted. In

this thesis the development of automatic 3D deformable models for challenging

medical data is investigated. An image-driven framework, which emphasises the

use of image data rather than shape priors, is presented and is primarily applied to

challenging cardiac CT images for the segmentation of the aortic root. In addition

it is also applied to vascular confocal microscopy images to show the framework’s

flexibility.

1.1 Motivation

1.1.1 Valvular Segmentation

Valves are anatomical structures that control the flow of fluid in the body, and

are most synonymously associated with the four chambers of the heart. Their

performance in terms of opening, closing and the amount of blood regurgitation

often defines pathological diseases, therefore accurate analysis is necessary. As a

result, segmenting heart valves such as the tricuspid, mitral, pulmonary and aortic

valves are necessary for cardiac diagnosis and operative planning.
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Figure 1.1: Diagrams (adapted from [105] and [47]) showing the aortic root, the

difference between normal valves and valves with stenosis, and an illustration of

the aortic root with structure labels.

The aortic root, which includes the aortic valve, is the meeting point between

the body’s main artery and left ventricle of the heart. Oxygen-rich blood is

pumped from the left ventricle, through the aortic valve, the remaining aorta

and onto the rest of the body. Aortic stenosis, shown in Figure 1.1, is a common

heart disease where the aortic valve does not fully open, and is usually a result of

calcium deposits in the artery which narrows the valve. This results in decreased

blood flow from the heart, which in turn, can lead to severe hypertension and

angina. Left untreated, severe aortic stenosis has a poor prognosis, leading to

functional deterioration, heart failure, and often death.

Surgical aortic valve implantation (SAVI), or replacement (SAVR), is currently

the standard treatment for aortic stenosis however it is estimated that up to 30%

of patients suffering from the disease cannot undergo surgery, and are deemed

“inoperable” [91]. However, an alternative method for valve implantation without

the need for open-heart surgery has been proposed [48]. In the last 10 years a

trans-arterial approach called Transcatheter Aortic Valve Implantation (TAVI)

(or replacement (TAVR)) has emerged, and has been proven to be reproducible

and safe [91]. First developed in 2002 by Cribier et al. [60] TAVI is now the new

standard of care for patients with aortic stenosis who cannot undergo open heart

surgery. The popularity of the procedure is rapidly growing, with over 50,000
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Figure 1.2: Schematic diagrams (adapted from [104]) showing both the trans-

femoral and trans-apical TAVI approaches.

procedures in 40 countries to date [91].

There are two approaches for implanting a valve in the aortic root; the trans-

femoral and trans-apical approaches. Both involve inserting a bioprosthetic valve

through a catheter, which is implanted within the diseased valve. The trans-

femoral approach involves performing a standard aortic balloon valvuloplasty,

which is followed by the insertion of a sheath through the femoral artery. The

bioprosthetic valve is then folded onto a balloon catheter and is transported to

the native aortic valve. The balloon is inflated, allowing the bioprosthetic valve

along with the support framework to simultaneously expand, and the support

framework is secured to the aortic annulus and leaflets. Once the bioprosthetic

valve is secured, the catheter, along with the balloon can be removed [148].

The trans-apical approach involves opening the pericardium over the apex of

the left ventricle. The left ventricular apex is identified and punctured by an

arterial needle, allowing the placement of a sheath through the apex into the

left ventricular cavity using a standard over-the-wire technique. A wire is then

advanced through the aortic valve, and a valvuloplasty balloon is then passed
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Figure 1.3: Left: Prosthetic valve (adapted from [106]). Middle: Prosthetic valve

being inserted to the correct position (adapted from [106]). Right: CT image of

the newly positioned prosthetic valve (adapted from [41]).

over the wire to the level of the ascending aorta where the air is evacuated before

being withdrawn to the level of the valve. The catheter and bioprosthetic valve

are passed over the wire and introduced through the sheath. The valve is then

put into position, before the balloon, catheter and wire can be removed [158].

Schematic diagrams of both approaches are shown in Figure 1.2.

In a recent report comparing the success of the two approaches [86], early

mortality appears to be higher with the trans-apical approach, and in some stud-

ies it has been shown that it can be almost twice that seen in the trans-femoral

approach. A similar trend has been reported in the incidence of post-procedural

stroke, and renal failure requiring dialysis, with the trans-femoral approach having

a slightly lower percentage. For these reasons, the trans-femoral TAVI approach

is generally the first choice for the majority of cardiologists.

Imaging is used to first of all deem whether the patient is suitable to undergo

the procedure. If a patient is deemed suitable, additional imaging is used for pre-

operative planning, which consists of deciding which approach to take, and the

size and positioning of the valve itself. Figure 1.3 shows this. Recent developments

have also used imaging modalities to intra-operatively help cardiologists and sur-

geons to guide the transcatheter and valve to the correct position according to the

pre-operative plan [93].
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As the trans-femoral approach is preferred by cardiologists, its feasibility is

first analysed, followed by the feasibility of the trans-apical approach. In both

cases, the path that the catheter takes must be assessed. Although the majority

of the trans-femoral and the trans-apical paths are different, both paths lead to

the same place; the aortic root and the ascending aorta. As a result, accurate

dimensions and geometries of both are paramount. A comprehensive understand-

ing of the geometry of the aortic root is also needed to ensure correct valve sizing

and positioning. The four goals here are to; 1) determine the size of the aortic

annulus; 2) determine the length of the aortic leaflets; 3) locate the coronary ostia;

4) identify other features that may interfere with the procedure.

It is well established that the aortic root is an oval shaped, 3-pronged crown-

like structure, and can be said to have three hinge points, three commissure points,

and two ostia. The cusps extend from the sinotubular junction down to the left

ventricle itself. An illustration of these structures is shown in Figure 1.1. Given

the different structures belonging to the aortic root, there are various ways of

defining its diameter [17, 93]. In all cases however, accurate measurements of the

root are important for the success of the TAVI procedure. The aim is therefore

to develop an accurate and fast segmentation method for the aortic root in 3D

cardiac CT images.

The region in the left ventricle which blood must pass to get to the aortic

valve is called the left ventricular output tract (LVOT), which can be a noisy

area in medical imaging. Often the aortic root and the LVOT both contain blood

flow, which on a CT image has constant pixel intensity. In some cases this makes

the boundary between the aortic valve and the LVOT very difficult to identify,

even for manual segmentation. These challenges are highlighted in Figure 1.4.

Furthermore, many patients have calcification deposits in this area, obscuring the

boundary further still.

Deformable modelling is a segmentation technique which drives an initial model

towards the object boundary with image-driven components and shape regulari-

sation in order to keep the segmentation as smooth as possible. Non-deformable

model based segmentation approaches are reported to be susceptible to fail in the
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Figure 1.4: Example segmentations of the aortic root which highlights the chal-

lenges associated with cardiac CT data (adapted from [288]).

LVOT region as they can suffer from noise and intensity inconsistencies [285]. Due

to their intrinsic smoothing capabilities, if an initial valve-like model has a bound-

ary near the ground truth boundary, it is more capable of deforming towards this

region, even in very noisy images [100, 285, 288]. For reasons such as this it is

claimed that deformable modelling is highly suited to medical image segmenta-

tion [13, 173, 174, 176, 239, 240, 256, 275], and is assumed to be the best option for

the segmentation of the aortic root.

1.1.2 Vascular Segmentation

Vessels are tubular structures which act as canals for transferring fluids around the

body. Blood vessels for example include veins, arteries and capillaries, which have

specific roles for healthy cardiac function [99]. Veins are thick structures that carry

de-oxygenated blood from body tissue to the heart, while arteries carry oxygen-rich

blood from the heart, and distributes it around the body where needed. Capillar-

ies are the smallest blood vessels and allow both oxygenated and de-oxygenated

blood to reach narrow spaces. Analysis of such structures has many uses for pa-

tient diagnosis. Accurate segmentation can help with the identification of vessel

blockages and aneurysms, which can avoid significant depleted blood flow. In ad-

dition their segmentation can help identify vessel wall thinning which may avoid

vascular ruptures. In terms of the TAVI procedure, vascular segmentation of the

remaining arterial aorta is important for analysing the route which the catheter
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Figure 1.5: Left: Fluoroscopy images of the lymphatic vessel with entanglement

and aneurysms (adapted from [10]). Right: Confocal microscopy image of the

lymphatic vessel showing contrast variation.

takes to deposit the prosthetic valve. This is especially true for the trans-femoral

TAVI approach, where the catheter travels through tubular structures of the de-

scending aorta, aortic arch and finally the ascending aorta before reaching its

destination.

Other types of vessels are lymphatic vessels, which collect lost fluid from cap-

illary beds as a result of the nutrient exchange process, and transports it back to

venous blood vessels. This fluid is mainly colourless and can be found in most

areas of the body apart from the brain. The lymphatic vessels are mainly porous

which allows the lymph fluid to enter the vascular system [99].

Lymph vessel diseases include lymphedema, which is an obstruction of lymph

flow in the lymphatic vascular system. Such an obstruction can be caused by

vascular aneurysms or blockage due to abnormally large fatty structures, and can

lead to the lymph fluid flowing in the wrong direction back to the capillaries.

With time, this can lead to significant tissue swelling and discolouring, and can

cause significant pain. Analysis of early lymphedema symptoms is desired, and

automatic segmentation of lymphatic vessels can immeasurably help with this di-

agnosis. However, lymphatic vessel walls are extremely thin and porous, making

them one of the most challenging vessel types to image. Many modalities have

been used for their visualisation, including infra-red fluorescence [205], and even

microscopy [12,258]. Examples of such images are shown in Figure 1.5.
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Figure 1.6: Objective outcomes. Left columns: Aortic root segmentation. Right

columns: Lymphatic vessel segmentation.

Vessels may have noisy image appearance due to a number of factors. Firstly,

pathological aneurysms or vessel entanglement can obscure the image significantly

depending on what imaging modality is used. Other solid-like deposits such as

calcifications and fats [99] and imaging contrasts can also obscure vessel walls, as

well as the thickness of the wall itself. Given the nature of their potentially noisy

images it is thought that the flexibility of deformable modelling is also suitable

for such segmentation.

1.1.3 Objective

To this end, the main objective of this work is to develop an efficient, fully au-

tomatic segmentation method capable of accurately delineating the aortic root

and vascular structures in noisy images. Examples of the objective outcomes are

shown un Figure 1.6. A framework consisting of an image-based parametric de-

formable model is presented which is not only capable of segmenting complex

valve-like structures but also vessels in challenging data. Image-driven learning-

based boundary detectors are used to drive the model towards the boundary, and

soft shape regularisation is employed with B-spline based interpolation. Emphasis

is also put on efficient model training, by learning suitable features rather than

hand-crafting them, and automating the building of a prior-based shape model.
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1.1.4 Approach

Deformable models consist of image-driven processes based on image data, and

soft smoothing constraints to deform the model towards the boundary while main-

taining a degree of smoothness [13, 173, 174, 238]. The intrinsic shape smoothing

that deformable models possess is often combined with prior knowledge for strong

shape constraint [52,53,54,55,56,57,58,64,176,275]. These constraints are derived

from statistical models, and force the deformed shape to resemble, with some vari-

ance, the example shapes that have already been seen in a training set. However,

medical images are often taken only if the patient has pathological symptoms,

therefore the organ of interest often deviates in shape to what a normal organ

should look like. Furthermore, pathological organs can look significantly different

to one another, depending on the disease type and severity of that disease. It is

therefore assumed that in some cases, prior-based shape constraints can force the

deformed model to resemble an equivalent pathological organ that looks signifi-

cantly different to what it actually looks like. In other words, the strong shape

constraints may restrict the model from deforming towards the true boundary. As

such it is important not to overly rely on these high-level forces, and it is proposed

that image-driven deformable modelling should be used for segmenting patholog-

ical anatomical structures.

Bottom-up segmentation approaches are image-driven, which means reliance

on low-level image intensities such as features. In a deformable modelling context

this means that the image-driven force outweighs the shape preservation force in

terms of importance. The presented deformable modelling framework in this thesis

only employ soft shape-constraints. This means that only soft surface interpola-

tion is employed. In addition, in cases where prior-based shape knowledge is used,

their constraints are only applied non-iteratively, allowing the image-driven forces

to do most of the work.

Furthermore, model preparation and training can be very time consuming

for deformable model segmentation. For example it is necessary to deduce the

correct approach to drive the model, which involves choosing the correct features to
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identify the correct boundary. However this can be a very time consuming process,

and in some cases may lead to trial and error. Other aspects of model preparation

may be the generation of a statistical shape model in order to introduce some

shape prior. Generating such a model can also be time consuming, and requires

a significant amount of manual work due to the need for manual labelling of

corresponding landmarks. To this end an image-driven automatic deformable

modelling framework is presented, and additional steps have been taken to reduce

the manual work needed for its preparation.

1.2 Overview

1.2.1 Dense Mesh Correspondence

To incorporate prior shape knowledge into a deformable modelling pipeline, a

statistical representation of the organ’s shape variability is required [52, 53]. Sta-

tistical shape models (SSMs) require a set of corresponding points across multiple

shapes to be able to do this, which often requires manual labelling. The first part of

this thesis is concerned with developing automatic method for establishing dense

mesh correspondence between multiple shapes. Parametrisation-based methods

have previously been used for finding correspondence between anatomical struc-

tures in 2D [62, 63], however they are slow to implement and impractical in 3D.

Quicker methods have been proposed using image data [82,215,216] by transform-

ing all meshes to a target mesh, and propagating landmark points across. However

such landmarks are sparse, and image-based transformation is unsuitable in noisy

data. An alternative similarity metric is proposed for such transformation, and

correspondences are found for all vertices in the target mesh.

1.2.2 Aortic Root Segmentation

The second part of this thesis presents an image-based deformable model for seg-

menting the aortic root. To automatically initialise the process an automatic

estimation of the root’s pose is used, which is estimated with marginal space

learning (MSL) [285, 288]. The deformation framework then consists of learning-
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based boundary detectors to drive the model towards the boundary with image

data. This is followed by shape regularisation based on B-spline non-rigid transfor-

mations, and novel non-iterative shape priors to ensure an image-driven approach.

Two implementations of the framework are implemented. Firstly a hand-crafted

implementation consisting of manually defined features for pose estimation and

boundary detection are used, and the SSM is manually built. Secondly an auto-

mated implementation is used, where features are learned rather than hand-picked,

and the SSM is automatically generated. Neural network-based pose estimation

is used here, called NN-MSL, which uses novel multi-resolution pooling to signif-

icantly reduce the number of parameters to optimise, and speeds up the training

and testing processes.

1.2.3 Lymphatic Vessel Segmentation

Finally, a similar framework is applied for segmenting vascular structures in noisy

data. In this case segmentation is carried out for the lymphatic vessel in 3D con-

focal microscopy images. This shows the flexibility of the framework by working

on images of a different modality and alternative obscurity challenges. Instead of

learning-based pose estimation, simple intensity-based filtering in the polar coor-

dinate system is applied to generate an initial 3D model of the lymphatic vessel.

Learned features are then used for boundary detection, which are capable of iden-

tifying highly inconsistent vessel wall intensities with high accuracy. Once again,

B-spline based interpolation is used which ensures an image-driven approach.

1.3 Contributions

The main contributions of this thesis are as follows:

1. Non-iterative shape priors. Shape constraints from statistical models are of-

ten applied iteratively for shape regularisation [52, 53]. Non-iterative appli-

cation is proposed at the initial segmentation stage. On the first deformable

model iteration, large deformations can occur, which is followed by apply-

ing strong shape constraints to ensure a sensible shape appearance. For the
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remaining deformable model iterations, shape constraints are not applied to

ensure a more image-driven approach for pathological structures, allowing

suitable deformation flexibility.

2. Efficient model training. Deformable modelling with shape constraints re-

quires shape prior preparation as well as suitable feature identification. A

combination of two automated components is proposed to dramatically speed

up preparation time and reduce manual work. Firstly, the generation of a

statistical shape model is automated using (3). Secondly, deep learning and

NN-based machine learning is used for both boundary detection and ob-

ject detection (such as (4)), which eradicates the manual task of choosing

appropriate features.

3. Mesh-based similarity metric for finding dense mesh correspondence. A local

transformation between two meshes is used to find corresponding landmarks

between the two. A mesh-based similarity metric is proposed for transfor-

mation estimation, instead of a conventional image-based metric [82, 216],

which is unsuitable for noisy data. Local transformations estimated on im-

age data may become inaccurate in noisy images such as those of the aortic

root, which ultimately leads to poor mesh correspondence. Introducing a

mesh-based similarity metric avoids such inaccuracies in noisy data.

4. NN-MSL with Multi-Resolution Pooling. Neural network-based marginal

space learning is proposed for estimating the aortic root’s position and ori-

entation. Deep learning is used to learn abstract representations of the

data, and eliminates the need for hand-crafting features. Furthermore, novel

multi-resolution pooling is employed to reduce the number of input nodes,

and subsequently reduces the size of the NN architecture. This speeds up

both training and testing processes. The multi-resolution aspect of the pool-

ing allows integration of information from both large-scale, global structures

such as lungs, as well as more detailed local structures such as valve cusps.
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1.4 Outline

The rest of this thesis is organised as follows:

Chapter 2: Background. This chapter provides an overview of medical imag-

ing and medical image segmentation, with emphasis on aspects of automatic de-

formable modelling.

Chapter 3: Mesh Correspondence. This chapter presents an automated method

for finding complete mesh correspondence. An alternative mesh-based similarity

metric is used for local transformation compared to conventional image-based ap-

proaches. Experimental results for both methods are provided and compared.

Chapter 4: Aortic Root Segmentation. This chapter presents an automatic de-

formable model approach for segmenting complex aortic root structures in cardiac

CT volumes. Two implementations are presented, one with hand-crafted model

training, and one non-hand-crafted solution. Results for both implementations are

compared against a modified active shape model and a state-of-the-art deformable

model.

Chapter 5: Lymphatic Vessel Segmentation. This chapter applies a deformable

modelling framework similar to that of the previous chapter and applies it to a

different challenging dataset of ex-vivo confocal microscopy images.

Chapter 6: Conclusion. This chapter summarises and discusses the methods

presented in the previous chapters, and suggests possible extensions of the work.
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2.1 Introduction

Numerous imaging modalities are now used for diagnosis, pre-operative planning

and post-operative evaluation. The appearance and quality of each image de-

pends on modality, machine quality, patient health, pathology, and radiographer

skill amongst many others. As such different imaging modalities are used for imag-

ing different anatomical structures, and often more than one imaging modality is

used for the same organ. Multi-modality imaging is also used in some cases in

order to combine highlighted regions from more than one image type.

With numerous imaging modalities and the different structural natures of

anatomical organs, numerous image analysis techniques are used to semi-automatically

or automatically deduce useful information from these images. Such analysis in-

cludes classification, registration, reconstruction, visualisation, and flow analy-

sis [68]. Often these techniques require an accurate and efficient segmentation

process, which highlights organs of interest in noisy images.

This chapter presents an overview of such imaging modalities and their uses,

followed by an overview of medical image segmentation. This includes simplistic

intensity and region-based segmentation, graph-cut segmentation and an overview

of both parametric and geometric deformable models. The application of such ap-

proaches will also be discussed, before concentration turns to explicit parametric

deformable models, including active contours, snakes, active shape models and de-

formable meshes. Finally an overview of machine learning algorithms is presented

which are often used in conjunction with automatic deformable models.

2.2 Medical Imaging

Since the first X-ray image was developed by Willhelm Roentgen in 1895 [213],

imaging anatomical structures has been revolutionised, and its necessity is dra-

matically increasing with advancing medical technologies. Medical images are cru-

cially used for diagnosis, pre-operative planning and post-operative performance

evaluation. More recent uses also include guidance for ex-vivo (outside of the
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body) procedures, and for in-vivo (inside the body) operations, which would not

be possible if not for real-time image acquisition. With such an importance on

many aspects of healthcare, numerous medical imaging modalities have been devel-

oped in order to visualise multiple anatomical structures as accurately as possible.

These include systems such as X-rays and computed tomography (CT), magnetic

resonance imaging (MRI), positron emission tomography (PET), single photon

emission computed tomography (SPECT) and ultrasound scanning.

X-rays are photons which can be generated from a cathode tube and can be

directed using lead panels. When passed through human tissue the X-ray inten-

sity decreases depending on the tissue’s molecular structure. Given that different

anatomical tissues have different molecular structures, the amount of X-ray atten-

uation they cause are different. This difference can be recorded and manipulated

to create an X-ray image [99]. Traditional scanners emit X-rays from one end

which are passed through the region of interest in the patient’s body, before being

collected at the opposite end with a photographic film. The X-ray intensity follows

the Beer-Lambert law, and is formulated as;

I(x) = I0 exp(−µx) (2.1)

where I0 is the original X-ray intensity, x is the tissue thickness and µ is the

tissue’s attenuation coefficient [79]. As a rule of thumb, denser tissues such as

bone have higher attenuation coefficients than less dense structures such as the

lungs.

Computed tomography (CT) is a further development of simplistic X-ray scan-

ners, which takes multiple images from numerous angles in the axial plane. This

increases image accuracy and has more capability to distinguish between softer

tissues. Using Equation 2.1, the multiple signals from different angles can be ex-

pressed as line integrals, which can be reconstructed into an image using Fourier-

based back-projection algorithms [79]. Furthermore 3D and 4D CT imaging sys-

tems have been developed. 3D CT combines multiple 2D CT images in adjacent

axial planes, while 4D CT combines multiple 3D CT volumes over time. Figure

2.1 shows an illustration of a 3D CT imaging system.

In some cases, contrast agents are introduced to the region of interest in or-
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Figure 2.1: Illustration of 3D CT scanning process, adapted from [76].

der to highlight their structures. Contrast agents are substances that attenuate

X-rays more than the anatomical structure itself, and are normally used when

imaging small vessel or artery-like structures, that have weak attenuation coeffi-

cients. Contrast agents are normally injected directly into the patient’s arteries

or veins, and it is therefore essential that they are non-toxic. Iodine-based sub-

stances make good contrast agents, as they are safe and have a high atomic mass,

corresponding to a high attenuation coefficient [99].

CT is a popular modality for imaging multiple anatomical structures. It

has been used for brain and head scanning [8, 217], cardiac and vessel imag-

ing [34, 172, 269], and for imaging cancerous tumours [79]. It is also frequently

used for imaging the lungs for pulmonary assessment [125], and in some cases for

imaging bone marrow [208].

Electromagnetic radiation is also used in nuclear medicine, or radioisotope,

imaging. Unlike CT where radiation is passed through the body from an exter-

nal source, radioisotope imaging uses radiation emanating from inside the body.

The patient is given an emitter which is either swallowed or injected, and consists

of atoms with unstable nuclei. As it decays it emits gamma rays, which passes

through the region of interest and outside of the body, where they are captured by
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gamma cameras [79]. This captured signal is reconstructed as an image, and its

appearance depends on how the emitter has been absorbed or distributed within

the body [99]. Types of radioisotope imaging include positron emission tomog-

raphy (PET), single photon emission computed tomography (SPECT), and 2D

scintigraphy imaging.

Positron emission tomography (PET) is a popular radioisotope imaging tech-

nique, which detects positron emitting radionuclides. Positrons are positively

charged particles of antimatter [255], and are emitted from proton-rich radionu-

clides. As they decay pairs of gammas can be detected with gamma cameras, which

highlight areas of the body with higher levels of chemical activity. These are nor-

mally pathological areas, and so PET scans are widely used for revealing or eval-

uating cancers [99,102,200], heart disease [200], and even brain disorders [200,203].

Ultrasound imaging, or ultrasonography, is another form of medical imaging

which utilises a form of radiation that both penetrates and interacts with the body.

In this case the radiation is high frequency sound waves which are susceptible to

reflection or refraction when encountering solid-like structures. Similar to CT,

structural information is encoded within both the transmitted ultrasonic waves

and their resultant scattering due to interaction with anatomical tissues. Just as

the attenuation coefficient differentiates between tissues in CT, in ultrasonography

a tissue’s refractive index [255] determines the output signal [79].

Ultrasonography has many advantages over other radiation-based image modal-

ities, making it one of the most popular and safest methods in diagnostic medicine

[99]. Firstly, the speed of ultrasonic propagation, its measurement, and image

reconstruction is relatively quick, allowing almost real-time imaging. Secondly,

ultrasonic waves are low risk when it comes to patient health. This is in contrast

to X-rays and radioisotopes which can be highly detrimental to patients after

long exposures. Lastly ultrasound imaging equipment is small and simple, mak-

ing the systems portable and cheap to build [79]. For these reasons ultrasound

is commonly used for abdomen imaging, especially for real-time fetus scanning

in pregnant women [186]. It is also used to asses soft tissues [188, 291], regions

such as the eyes and neck [99], and the musculoskeletal system [263]. Furthermore
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ultrasound probes have also been placed on endoscopes for in-vivo imagery [99].

Other forms of non-radiation based systems are also available. Magnetic res-

onance imaging (MRI) is an imaging modality capable of describing complex

molecule structures. Its process is dependent on the behaviour of protons in a

magnetic field, and given that most biological tissue is abundant with water, anal-

ysis of hydrogen protons is ideal for MRI [99]. The behaviour of such protons

follow the principles of nuclear magnetic resonance (NMR) [79], and is described

using classical quantum theory of magnetism [98,255].

Patients are placed in a strong magnetic field which aligns the protons in

soft anatomical tissues. Radio wave pulses are exerted onto the protons, which

deflects both the wave pulses and proton alignment within the magnetic field. The

frequency and strength of the deflected pulse, and more importantly the time it

takes for the protons to return to their original state produces a signal which can

be interpreted as an image [79].

The exerted radio wave pulses play a significant role on the returned signal.

By adjusting the pulse sequences, the different returning signals can be used to

asses different tissue properties. Typically the different returning signals can be

categorised into T1 and T2 weighted images. T1 weighted images show bright

fatty structures and less intense dark fluids, whereas T2 images show prominent

regions of fluid and intermediate fat signals.

Given its versatility and great capability of imaging soft tissues, MRI is used

for imaging numerous anatomical structures [99]. Commonly these include imag-

ing cardiac structures [19, 69, 268], and brain tissue [14, 217, 260]. Furthermore

by employing extraordinary pulse sequences, MRI has also been used for imaging

bones [5, 183,222].

Alternative modalities include microscopy and confocal microscopy, which al-

lows imaging of objects that cannot be sufficiently seen with the naked eye. Op-

tical microscopy consists of emitting light through a series of lenses at a sample,

and the light either transmits through the sample, or is reflected. This allows a

magnified view of the sample at a specific depth. Confocal microscopy is a further
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Figure 2.2: Example medical images. Top left: Abdominal CT [187]. Top right:

Brain PET [190]. Bottom left: Fetal ultrasound [119]. Bottom centre: Brain

MRI [11]. Bottom right: Skin confocal microscopy image [273].

development of conventional microscopy which increases the optical resolution and

contrast of the image. This is achieved by adding a pinhole in front of the detec-

tor, which discards any out of focus light. As a result, sets of images at different

sample depths can be taken, and can be reconstructed to create a 3D image of

the sample [194]. Confocal microscopy is primarily used for cell biology, however

the method has been used to image other relatively small anatomical structures,

usually ex-vivo, such as eyes [40], skin [39,204], and vascular structures [75,226].

A summary of the advantages and disadvantages of such modalities is pre-

sented in Table 2.1.

Medical image analysis is the science involved with solving medical problems

based on these imaging modalities by using digital image analysis techniques.
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CT PET US MRI Microscopy

2D X X X X X

3D X X X X X

4D X X X X ×
Invasive × × × × X

Ionising Radiation X X × × ×
Contrast Agents X X × X ×

Patient Risk X X × X ×
Applications (e.g) Bones Heart Bones Bones Vessels

Heart Brain Abdomen Heart Eyes

Brain Cancer Muscles Brain Skin

Cancer Eyes Muscles Cells

Vessels Kidneys

Lungs

Table 2.1: Summary of medical image modalities.

This includes classification, registration, reconstruction, visualisation, and flow

analysis [68]. Image classification is used for assigning an image to a class label.

In the medical context it is commonly used for determining pathological struc-

tures or determining types of diseases, which is essential for diagnosis [44]. Image

registration is useful for comparing different images to highlight significant and

important differences [111, 168]. This may include comparing images of the same

patient from different modalities, comparing pathological structures to healthy

ones, or comparing between different patients. Again, this is very useful for ac-

curate diagnosis. Reconstruction of organs from medical images is not only used

for illustration and visualisation purposes, but it is also used for organ measure-

ment [284]. This is important for operative procedures in terms of their planning

and post-operative evaluation. Furthermore, obtaining accurate measurements of

in-vivo organs is again used for accurate diagnosis. Finally, medical images can

be used for analysing the flow of liquids in the body, such as cerebrospinal fluid

and more commonly blood flow. Flow can not only be measured but it can also
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be reconstructed and modelled to aid with diagnosis and operative planning [68].

The majority of the aforementioned analysis applications use image segmenta-

tion in one form or another. Segmentation is the process of dividing an image into

regions that resemble objects of the real world. Medical images can contain a lot

of information however in most cases only one or two anatomical structures are of

interest. Segmentation highlights these structures and removes unnecessary infor-

mation. This involves delineating different organs of the body for closer inspection,

and for obtaining quantitative measurements of in-vivo structures [236].

2.3 Medical Image Segmentation

2.3.1 Challenges

Segmentation can generally be categorised into manual, semi-automatic, and au-

tomatic methods. Conventionally when finding objects in medical images, manual

segmentation methods are used. It is thought that this results in higher accuracy

as the regions of interest (ROI) are delineated by experienced medical experts

such as doctors or radiologists. However manual segmentation methods have a

number of disadvantages, the most obvious being the amount of time it takes to

manually label a series of images. A series may include hundreds if not thousands

of 512 × 512 pixel frames, and can take a number of hours to segment a single

object. Another disadvantage is the subjective way in which the object might be

delineated. For example, one medical expert may look at an object differently

to another expert, which may yield a different segmentation result. Furthermore,

a medical expert may look at an object slightly differently one day to the next

depending on different knowledge or other results the expert has received. Finally,

the way in which the images are displayed can affect the manual segmentation re-

sult, as parts of objects might be missed due to brightness or contrast variations.

It is hoped that automatic segmentation methods can partially avoid some of

these disadvantages, which includes freeing up the time used by doctors/radiologists

for segmentation. It is also hoped that segmentation will no longer be subjective,

as an automatic segmentation method should obtain the same result given the
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same input parameters. As display is no longer as important for segmentation, it

is also hoped that segmentation variations due to brightness/contrast changes can

also be avoided.

Developing an automatic segmentation method however has many difficulties.

Firstly, it is difficult to reproduce a computer system equipped with the years of ex-

perience that a medical expert will accumulate during his/her career. Anatomical

structures are also highly variable, especially amongst unhealthy patients which

makes it difficult for a computer system to delineate an anatomical structure of a

particular shape if it has not encountered a structure of that shape before. The

quality of the images themselves, such as noise or missing boundary information

also plays an important role in automatic segmentation. For example, if there is

missing boundary information, a medical expert might “fill in the gaps”, however

this is a difficult task for a computer system. Filters have been used to reduce

noise in a series of images, however this is done at the cost of losing fine details in

an image, and care must be taken to get the balance right.

Semi-automatic methods have been proposed that aim to avoid these problems

while also tending towards a fully automatic system. Semi-automatic methods

first involves manually identifying the object location, which involves human in-

teraction by putting a seed in the centre of an ROI, or drawing a rough contour

containing the ROI. An automatic segmentation approach is then employed to

complete the delineation. Although semi-automatic schemes are currently very

popular, they do not solve all of the problems encountered in manual segmenta-

tion. For example, manually choosing a seed point to initialise the process can

again be subjective amongst different experts. Brightness and contrast variations

of the display screen can also affect the position of the seed.

Fully automatic segmentation methods can use the same techniques used in

semi-automatic methods however an additional technique to select an appropriate

seed point must first be introduced (i.e the anatomical structure must be localised

before segmentation can begin). Automatic object localisation is therefore an inte-

gral component of fully-automatic segmentation systems. The obvious advantage

of a fully automatic approach is the lack of manual work required. This is very
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advantageous in medical image segmentation, where often clinical staff do not have

sufficient time to manually locate objects of interest for every single image they

would like to segment.

2.3.2 Methods

A number of segmentation methods have been proposed, however only a few are

suitable for segmenting anatomical structures from medical images due to their

high complexity. Low-level intensity-based segmentation is the simplest and oldest

approach, which uses parameters such as intensity, gradient or colour to distin-

guish between different regions in the test image [13, 193, 212, 238]. The simple

idea behind thresholding is that for an image f an intensity threshold T is defined

so that pixels greater or equal to the threshold value is assigned to a specific class.

Applying this over the entire image is known as global thresholding, whereas local

thresholding involves splitting the image into a number of sub-images. Region-

based segmentation involves using algorithms such as region-growing, split and

merge, and watershed to look for groups of pixels with similar intensities [13,238].

Region growing considers each pixel as a region of its own, and are merged together

if neighbours have similar intensity values [199]. The split and merge algorithm is

essentially the opposite, where the entire image in considered a single region, and

is split if a homogeneity criterion is not met [45]. Finally, the watershed algorithm

can be thought of as a landscape which is flooded by water, and the height of

the topographic plane corresponds to the intensities of the region in the image.

Segmented regions are then correspondent to catchment basin boundaries [230].

Alternative methods such as classification-based segmentation have also been

proposed. Groups of training pixels are labelled as either positive (boundary,

foreground etc.) or negative (non-boundary, background etc.), which is then used

to train a classifier [77]. Numerous machine learning algorithms are capable of

such training [139], and some are described in more detail in Section 2.4. Useful

descriptive features can be extracted from image regions [207] and the classifier

can then classify a region in a test image as being in a certain class. Such ap-

proaches rely heavily on the image data, however classification-based systems can
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Figure 2.3: Illustration of graph cut segmentation, adapted from [26]. From left

to right: 1) Original test image with seeds. B is the background and O is the

object. 2) Constructed graph. 3) Graph cut. 4) Segmented image.

alternatively be used in conjunction with other techniques such as deformable

modelling [173,238].

Other approaches utilising graph-cuts have been successfully used for medical

image segmentation in a number of applications [24, 25, 238], such as brain and

cardiac MRI [198], liver CT [153] and vessel segmentation [75]. First proposed by

Grieg et al. [101], it was suggested that minimum-cut/maximum-flow algorithms

can be used for binary image reconstruction, and the idea was further developed

by Boykov and Kolmogorov [27] who proposed a general framework for regional

segmentation.

The method must be initiated by either manually labelling or automatically

identifying one or more points in the object and background. These points serve

as hard constraints, and are considered as either source s, or sink t (i.e. foreground

or background). An arc-weighted graph is constructed such that;

Gst = (V ∪ {s, t}, E) (2.2)

where V are graph nodes which correspond to the pixels in an image, including

additional terminal nodes corresponding to the initially labelled points. E are

the arcs connecting adjacent nodes, and are classified as either n-links or t-links.
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n-links are derived from a smoothness cost Csmooth, and t-links are derived from

a data cost Cdata. Cutting specific arcs between source s and sink t corresponds

to a segmentation f . This is known as an s-t cut, and splits the nodes V into

two subsets S or T (foreground or background). The solution of the graph cut is

globally optimal with respect to a cost function, such as;

C(f) = Cdata(f) + Csmooth(f) (2.3)

where C(f) is the total cost of the cut, Cdata(f) is the cost of the cut derived

from the image data itself, and Csmooth(f) is the cost of the cut derived from a

smoothness term [24, 25, 27, 238]. Figure 2.3 shows an example of graph cut on a

synthetic image.

Other popular segmentation approaches are deformable models, which are

curves, contours or surfaces that deform as a result of internal and external

forces. Internal forces are defined within the curve itself, and define the shape

of the curve by (usually) keeping the curve as smooth as possible during deforma-

tion [13, 173, 174, 238]. External forces are computed from the image itself, with

the purpose of moving the curve towards object boundaries.

Deformable models can be categorised as either parametric or geometric mod-

els. Parametric deformable models have explicit representations in the image do-

main, and can therefore be illustrated as having direct interaction with the image

itself. Geometric deformable models however are implicitly represented in higher

dimensional space with distance transform functions [176,275].

Parametric deformable models are often referred to as active contour models

or snake models [128], because the convergence resembles a snake moving across

the image surface. Traditionally, they can be described by an energy minimisation

formulation [173,174,240,275], such as;

E(V ) = Eint(V ) + Eext(V ) (2.4)

where V is the contour coordinates in the image domain (i.e. (x,y)), and E(V )

is the total energy of the model. Eint(V ) is the internal energy representing the
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contour’s smoothness, and Eext(V ) is the external energy representing information

from the image itself. To apply such a snake to images, Eext(V ) is attracted to

image features, such as intensity or gradient extrema, that are synonymous with

the boundary of the ROI. Eint(V ) can be controlled by first and second order

derivatives of the curve, and therefore applies constraints to the deformation of

the curve. Both Eint(V ) and Eext(V ) can be defined in numerous ways [275], giv-

ing such models flexibility in how they are formulated.

Geometric deformable models are based on curve evolution theory, which is

used to deform curves using geometric measures. Let X(s, t) be a moving curve

with parameters s at time t. If the curve is moving along its inward normal

direction N with respect to time, it can be expressed as a partial differential

equation;
∂X(s, t)

∂t
= F (κ)N (2.5)

where the speed function F (κ) determines the speed at which curve X(s, t) evolves.

The curve deformation can be thought of as equivalent to the internal forces in

parametric deformable modelling, which constrains the shape somewhat [275]. In

a similar way to parametric models, geometric models combine the curve defor-

mation with external image-driven forces to converge at the object boundaries.

Implicit geometric methods include the level set method [59, 170, 240, 246].

First proposed by Malladi et al. [169, 170], Sethian [229] and Caselles et al. [38],

they are independent of any explicit representation. Many recent works have used

extended level set approaches for medical image segmentation [145,238,240,275],

including CT bone scans [274], teeth [88], and for multiple organs [137] to highlight

just a few. The method is associated with the curve evolution theory by defining a

signed distance function, and assigning the curve at the zero level of that function,

such that;

φ[X(s, t)] = 0 (2.6)

By considering the chain rule and the expression N = −∇φ/|∇φ|, its partial
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Figure 2.4: Illustration of the level set method, adapted from [49]. The level set

function changes with time depending on the speed and stopping functions. The

segmented contour (red dots) are always the zero level set.

derivative with respect to time can be expressed as;

∂φ

∂t
= F (κ)|∇φ| (2.7)

where ∇φ is the gradient of the level set function. This now represents the curve

evolution expressed in Equation 2.5. The speed function is a combination of

constant deformations and a stopping term c, which is influenced by the image

data [170]. Figure 2.4 illustrates a moving level set.

2.3.3 Discussion

Although numerous methods have been used for segmentation, not all methods are

suitable specifically for delineating anatomical objects in medical images. Low-

level intensity-based segmentation approaches such as thresholding and region

growing are computationally inexpensive and very quick, allowing real-time seg-

mentation. However, their performances suffer significantly from image noise.

Thresholding relies heavily on the assumption that the image is bi-modal [238],

which is unrealistic in most natural medical images. Region-based methods en-

counter similar problems, and are highly sensitive to images with high signal-to-

noise ratios [77, 238]. As such simplistic intensity-based approaches are highly

unsuitable for medical image segmentation.
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Similarly, classification-based segmentation approaches are often deemed un-

suitable for medical segmentation [238]. The primary disadvantage of classification-

based segmentation is the amount of training data that is required. A large number

of training samples is often required for the learned model to reach adequate gen-

eralisation. If sufficient generalisation is not achieved, the model can be prone to

overfitting, yielding poor segmentation results. Often large medical image datasets

are not readily available, as images are only taken for specific reasons within the

clinic, and the vast majority are not made available for public research studies.

As such, more complex segmentation methods are better suited to medical

image segmentation. Graph cuts, parametric and geometric deformable models

have all been used effectively in this field [13,24,25,75,153,173,174,176,198,238,

239,240,256,275]. In all three approaches, shape priors can be incorporated to aid

the segmentation, avoiding the difficulties that intensity and classification-based

approaches face.

As a result graph cuts are relatively unaffected by intensity inconsistencies,

making them suitable for segmenting potentially noisy medical images. Similarly,

both parametric and geometric deformable models can be very flexible in order to

cope with segmenting structures of high image and shape variability, which is of-

ten the case for pathological structures. Depending on the application, deformable

models can easily be manipulated to focus more on image data or to focus more

on the model’s smoothness, giving them a certain suppleness when it comes to

implementation [176].

However, such approaches also have unique disadvantages. Both graph cut

and parametric deformable model approaches suffer from initialisation downfalls

and neither can cope with topological changes, hence the development of geomet-

ric models that can. Meanwhile the geometric level-set method requires complex

preparation due to its roots in curve evolution theory. The performance of graph

cuts is solely based on the source and sink terminals, therefore the method is heav-

ily dependent on the initially labelled points [150, 162]. This makes graph cuts

ideally suited to interactive segmentation, where manual strokes can accurately de-
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fine foreground and background pixels. Designing an automated system becomes

more difficult, as these strokes must then be automatically identified [13,238].

Parametric models heavily rely on the initial alignment of the model in the

image domain [176]. Given an image of a single object, this does not have a

big effect as the flexibility of the method should cope well. However in medical

images a number of structures may be present, and bad alignment may result in

the model converging around the wrong structure. As such they are also well

suited to semi-automatic segmentation. However by incorporating a good object

detection system to initialise the model, parametric models can be easily adapted

to automatic systems. Like graph-cuts, another disadvantage is the need for strong

shape priors, and careful design of these are needed.

Geometric methods such as level set for example, requires extensive thought

into which level set functions to use, as they are often not intrinsically obvious.

In addition, suitable velocity functions must also be designed for advancing the

level set function [246]. The curve evolution may also continuously evolve without

stopping if weak or obscured edges are present, and additional solutions to this

problem must be considered.

Despite these disadvantages, parametric deformable models have many ad-

vantages for medical image segmentation, and it is this approach that is taken

throughut this thesis. Despite not being able to cope with topological changes,

such changes between the same anatomical structures rarely occur [99]. There-

fore if the original model has the same topological landscape as the structure of

interest, this should not be a problem [275]. Furthermore, parametric models are

usually very quick, potentially allowing real-time segmentation [174,176]. In most

cases they also have compact representation which makes their manipulation eas-

ier, allowing more control over the result [176]. There is also scope to easily change

aspects of the deformable model, such as methods for finding the boundary and

methods for maintaining smooth model surfaces. This makes the options available

for framework design endless. The main advantage of this is that it is possible

to combine low-level, image-driven knowledge with high-level prior knowledge for

balanced segmentation [240]. For these reasons, automatic parametric deformable
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models are discussed further in Section 2.5.

To summarise, parametric deformable modelling has been focussed on in this

thesis for the following reasons.

1. Parametric deformable modelling can be very quick, potentially allowing

real-time segmentation [173, 174, 176, 275]. The reason for this is that only

two main components need optimisation; boundary detection and contour

smoothing. Numerous approaches can be used for both, and depending on

the application can be very fast indeed. This may be particularly useful for

valvular and vascular segmentation, not only for fast operative planning and

evaluation, but also for real-time operative guidance for in-vivo, non-invasive

procedures [93].

2. Deformable modelling frameworks can be very flexible. For example in-

dividual components for boundary detection and contour smoothing can be

changed depending on the application. This makes their design very flexible,

and can be tailored specifically for the segmentation problem in hand.

3. Parametric deformable models have a degree of intrinsic shape preservation.

For example, although they have explicit representation, they are incapable

of topological changes, ensuring that if the initial model is topologically

similar to the object of interest, the resulting deformed model will have the

correct topology. Furthermore non-deformable modelling approaches can be

susceptible to failing at noisy edges. Deformable models on the other hand

may interpolate the segmentation at these areas, if surrounding model points

have converged at the correct boundary. This is particularly useful for aortic

root segmentation for example, where it is known that deformable models

can cope with noisy regions at the LVOT [288].

4. There is no need for a topologically evolving model. Geometric and paramet-

ric deformable models have similar advantages in terms of design flexibility

and intrinsic shape preservation. However, geometric models such as level

sets were purposely designed to handle topological changes between the ini-

tial and resulting models. Given that it is very uncommon for pathological
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valve and vessel-like structures to have different topology, there is no need

to use a potentially complex geometric model for their segmentation.

2.4 Supervised Machine Learning

Machine learning algorithms allow computers the ability to learn and grow with-

out being explicitly programmed. They do this by looking for patterns in data

which adjusts the program accordingly. Machine learning is commonly used for

classification problems, where given a set of input attributes a sample can be

assigned a class label. This assignment is based on what patterns the program

has learned from attributes it has already seen, and looks for similar patterns in

new data. Such learning algorithms are often categorised as being supervised or

unsupervised.

Supervised learning algorithms are given training samples, where each sample

consists of a set of attributes and an associated class label. Given this information

the algorithm learns what class labels should look like in terms of the attributes

given to it. This is called the training process, and the classifier learns attribute

patterns specifically for each class label, as well as the differences between them.

After the training process a new set of attributes with an unknown class label can

be passed through the classifier, which assigns the set to a class label. Numerous

supervised algorithms have been used in a wide variety of applications. Examples

include linear discriminant analysis (LDA), support vector machines (SVM), de-

cision trees, classification and regression trees (CART), random forests, adaptive

boosting (AdaBoost), neural networks (NN) and convolutional neural networks

(CNN) [140].

Unsupervised learning algorithms has no such training process, and the algo-

rithm is simply given sets of attributes with unknown class labels. There is no

desired output in this case, and so unsupervised learning algorithms attempts to

group samples with similar attributes together, without assigning them to a spe-

cific class label. This is often referred to as cluster analysis or clustering [4], and

example algorithms include k-means and expectation maximisation (EM).

The obvious advantage of unsupervised learning is that known class labels are
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not required, however the solution relies heavily on the learning algorithm itself.

Supervised learning algorithms on the other hand have some human guidance by

giving training samples specific class labels. Given the importance of this in medi-

cal image analysis, supervised learning classification algorithms are desirable, and

only supervised algorithms are used in this work.

A decision stump is the simplest form of classification and can be thought of

as a simple condition, such as;

h(x) =

1, x ≥ 0.5

0, otherwise
(2.8)

which assigns sample x to a class y = (0, 1) depending on some threshold (in this

case 0.5). Such classifiers are conventionally termed weak classifiers, as a small

number of parameters (in the above case just one) determine the classification of

the sample. However, a single weak classifier rarely solves complicated classifica-

tion problems on their own. Such classifiers can be described as searching through

a hypothesis space to find an optimal hypothesis for accurate classification. How-

ever, given the available hypothesis space, even the best possible solution may

not be a good one. Ensemble learning is an approach which essentially searches

multiple hypothesis spaces. The assumption is then made that combining the best

hypothesis from each search space produces a better overall solution. Ensemble

methods can be categorised in two; bagging algorithms, and boosting algorithms.

Bagging can be thought of as model averaging, which combines many classi-

fication models and takes their average result. This reduces the variance in the

results and helps to avoid overfitting. First developed by Breiman [29], bootstrap

aggregation produces multiple training sets by separating the training samples into

subsets, and trains one model per subset. Each model assigns a class label to a

testing sample, and a scoring system is used to determine the overall classifica-

tion. Conventional models can significantly change a sample’s classification even

if the training set is only slightly perturbed. Bagging has been shown to improve

accuracy by reducing this instability through aggregated classification [29].
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An alternative ensemble approach is boosting. By calling the most useful weak

classifiers and combining their weak rules, a strong classifier can be built. It is

then assumed that its combinatorial rule is more accurate than any of the individ-

ual constituent weak rules [261]. Such systems can be very powerful approaches

for classification problems. Weights of certain weak classifiers are increased or

decreased depending on how well they separate the data. Their emphasis is to let

weak classifiers function sequentially, and letting certain samples that are difficult

to correctly classify determine the biggest weight changes to the system.

Deep learning is an alternative learning approach to conventional machine

learning algorithms such as ensembles. It is a process where much higher-level,

abstract patterns are found in the data by using multiple processing layers and

nodes. Such networks can be very complex and may be composed of multiple

non-linear transformations. These algorithms take a different approach to con-

ventional machine learning algorithms. Conventional algorithms use algorithmic

approaches, in that the system follows a set of explicit instructions in order to

solve a problem. Unless these specific steps are known (i.e. which features to

extract etc.), these algorithms may fail. Therefore conventional machine learning

algorithms require some knowledge on how to solve the problem in the first place.

Given their ability to learn important parameters, deep learning algorithms are

useful for learning patterns which we don’t exactly know how to do ourselves. As

such they are widely used in pattern recognition for their ability to learn from

unknown and unexpected pattern information [103,238].

The following sections present overviews of some supervised machine learning

algorithms. They are algorithms that are referred to in this thesis, and represent

a bagging approach, a boosting approach, and a deep learning approach.

2.4.1 Random Forests

Decision trees are made of multiple decision stumps (Equation 2.8) in a hierarchical

structure. If h(x) = 1 after asking Equation 2.8, we may then ask if x < 0.75?

They separate the subsets further until the bottom node of a branch, called a leaf
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node, yields a subset of samples of the same class label. Algorithms such as Hunt’s

algorithm [247] grow trees by comparing the node’s output with its class label.

If a node yields a subset with multiple class labels, child nodes are introduced to

separate the data further. This process is repeated until all leaf nodes produce

subsets of the same class label. A decision tree is an ensemble of multiple decision

stumps. Random Forest (RF) takes the ensemble to a higher level, where a decision

forest is an ensemble of trees. Multiple trees are grown from random subsets of

the training data (bagging), hence the term random forest. After each tree has

assigned the test samples a class label, a scoring system is used for aggregation.

Furthermore, not only are the subsets of training data randomised to grow each

tree, but the way in which the trees are grown also has randomised elements [29].

Conventionally, decision trees are grown by conducting exhaustive searches across

all weak classifiers to find the weak classifier which best partitions the data. This

is done for every node, making it a highly greedy algorithm. Randomness is

introduced in RFs by randomly picking a subset of weak classifiers for each node,

and the weak classifier that best partitions the data from this subset is used as the

node for that tree. Breiman [29,30] notes that this not only means that the trees

are grown from random data, but they are also grown in a randomised way. This

ensures that all of the trees in the forest are sufficiently dissimilar to one another,

allowing a more generalised classification after aggregation.

Two parameters must therefore be chosen for random forest training. The

first is the number of trees, and the other is the amount of weak classifiers allowed

in the randomised subset to identify each node. Typically the number of trees

to grow is between 200 and 500, which is a number used in many implementa-

tions [29,30,61]. If n is the total number of weak classifiers available, the number

of random weak classifiers used to choose each node has been recommended by

Breiman [29,30] and Cutler [31] to be one of;
√
n, n/2, 2n or ln 2.

Random forests are known to be accurate for most learning problems due to

their ability to generalise well. In addition, although it can handle thousands of

input variables, which is more than enough for most learning problems, the algo-

rithm can still run efficiently during the testing stage. However, due to it relying
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on the weak classifiers available, it is susceptible to overfit on noisy classification

tasks [232].

2.4.2 Adaptive Boosting

One of the most popular boosting algorithms is AdaBoost and is widely used for

image classification [124, 261]. First proposed by Freund and Schapire [84, 221],

adaptive boosting (AdaBoost) finds the most relevant weak classifiers (i.e the ones

that produce the least amount of misclassified samples), and adjusts their weights

accordingly. The best weak classifiers are linearly combined to produce a single

strong classifier [84].

Conventional AdaBoost, often referred to as Discrete AdaBoost uses a pre-

defined number of weak classifiers K and adjusts their weights to minimise the

error between the system’s output and the expected output [261]. Assume a set

of T training samples with feature vectors xi of length m, and expected output

labels yi = (0, 1). Each round of boosting k selects one feature from all possible

m features, until K is reached. For initialisation, weights are defined as wi = 1
m

,

and are normalised. Then, on the first round each feature is defined as a feature

stump hi (i.e. weak classifier), and its error with respect to wt is computed as;

Ei =
T∑
t=0

wi|hi(xt,i)− yi| (2.9)

The weak classifier hi with the lowest error Ei, now referred to as hk, is chosen as

the first of the K weak classifiers, and the weights are updated;

wi = wiΩ
1−εi
i (2.10)

where Ωi = Ei

1−Ei
, and εi = 0 if xi is classified correctly, and εi = 1 if it has

been incorrectly classified. The systems output is defined as the sum of the weak

classifiers;

h(x) =
K∑
k=1

αkhk(xk) (2.11)

where αk = log 1
Ωk

. Binary classification is finally determined based on the follow-
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ing condition;

H(x) =

1, h(x) ≥ 1
2

∑K
k=1 αk

0, otherwise
(2.12)

Since its first implementation, a number of variations have been developed. In-

stead of producing a binary output. Real AdaBoost [221] assigns a real number

score, where its sign represents the class label and the magnitude represents its

classification confidence. Alternatively, Gentle AdaBoost fits the model in a much

simpler way by minimising the squared-error loss [85]. This makes AdaBoost

“gentler” as there is a limited range in which the function can be updated. This

avoids very fast increases in weight adjustments, avoiding very high errors [85,147].

AdaBoost is relatively simple to implement, and only one parameter is needed

to tune, which is the number of weak classifiers to combineK. They are also known

to provide good generalisation [238], which subsequently allows the algorithm to

be used as a feature selection method. The biggest disadvantage is that they

heavily rely on the weak classifiers themselves, and so correct feature extraction

is paramount. If they are too complex, boosting can lead to overfitting, however

if they are too simple it can lead to under-fitting and becomes too generalised

[89]. As such they may suffer greatly from noisy data. In addition, training

such classifiers is time and computationally expensive, and traditional boosting

algorithms can also be time consuming at the testing stage. The reason for this

is that all selected weak classifiers must be evaluated to make a classification

decision. However, alternative implementations have been proposed to speed up

the testing stage by converting the boosting classifier to a deeper structure, such

as a decision tree [134]. By making each tree node a boosting classifier in itself,

samples that are easy to classify are done so quickly by only evaluating a few weak

classifiers. However, it is generally considered that boosting algorithms perform

very well if the weak classifiers are very suitable for the problem. But alternative

ensembles such as bagging are simpler methods, and easier to get right [238].
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2.4.3 Neural Networks

Neural networks (NNs) are composed of layers where nodes in adjacent layers are

linked together with weighted connections [103, 143], and increasing the number

of layers in the network creates ever deeper systems. It is a learning system that

is based on the interconnections of elementary neurons in the human brain [238].

Node i in layer k is connected to node j in layer k + 1 by weight wkji, and is

given a bias term bk+1
j . The activation of a node at layer k is computed and used

as an input for the nodes in layer k+1, and is repeated until the output activations

are computed. An activation ak+1
j is computed by calculating the weighted sum of

the node’s inputs, and passing it through an activation function (usually a sigmoid

function) f , and is formulated as

ak+1
j = f(bk+1

j +
∑
i=1

µkiw
k
ji) (2.13)

where µki is the node’s input. The network fits a function to a supervised output,

where wkji and bk+1
j are optimised, meaning the network is capable of learning use-

ful features. Increasing the number of nodes in a layer increases the number that

can be combined for a node in the next layer. Increasing the number of layers in

the network increases the complexity of node combinations, leading to ever more

abstract features. Too few layers, and nodes in layers can lead to a network that

is too generalised, whereas too many can easily lead to overfitting the data. A

balance between the two must be found depending on the data used and its ap-

plication.

Networks are trained by passing multiple training instances of input values

through the network to get a vector output, and comparing it to the expected out-

put. Given this difference the network weights are adjusted using back-propagation

[103]. Assume a set of t training samples. A single training instance i has an ar-

ray of n training inputs xi and m expected outputs ωi. The network has been

initialised by a random set of l interconnecting weights w. Passing xi through

the network using Equation 2.13 yields an output vector yi, and its error relative

to the expected output is computed by calculating the sum of squared difference
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(SSD) between the two.

E =
t∑
i=0

m∑
j=0

(yij − ωij)2 (2.14)

Given the network architecture, E is calculated through a combination of node

functions. This makes the error a continuous and differentiable function of all l

weights w = (w1, w2, . . . , wl). As a result, error E as a result of weight wq can be

expressed as the partial derivative;

∆wq = −α ∂E
∂wq

(2.15)

where α is the learning rate which controls how severely the weights are adjusted.

The weights can then be simply adjusted using wq = wq + ∆wq. One of these

processes is called an epoch, which can be looped until convergence is found. ∂E
∂wq

is subsequently computed by considering the error associated with the nodes in

the adjacent upper level.
∂E

∂wq
= δjai (2.16)

Where ai is the output of node i. δj = yj(1− yj)(ωj − yj) for a weight connected

to an output node, and δj = aj(1− aj)(
∑

l δlwjl) for a weight connected to a node

in a hidden layer [238]. These parameters are minimised by using an iterative

optimisation algorithm. Conventionally this is either the gradient descent or the

Levenberg-Marquadt algorithm [103].

Convolutional neural networks (CNNs) are extensions to NNs which force spa-

tial connectivity on the features. The assumption with CNNs is that we are dealing

with image-like classification problems. With conventional NNs the intensity of

each image pixel corresponds to individual nodes with their own weight, mean-

ing they are completely different features. However CNNs assume that if a local

feature is useful at one part of the image, it must also be useful at other parts of

the image, and therefore must share the same weight. This essentially means that

“identical copies” of spatially invariant features are created across all images [143].

CNNs consist of convolutional and pooling layers. A convolutional layer per-

forms the convolutional operations based on filters. These filters are iteratively

adjusted in the same way that weights are adjusted in NNs. Convolutional layers
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create multiple feature maps, yielding a large number of parameters to be opti-

mised. Pooling layers reduce the size of the feature maps with algorithms such

as max, min or mean pooling. As a result, CNNs create simpler, more gener-

alised versions of the original image. This, along with the reduced number of

parameters to be optimised make them especially useful for image recognition

problems [143,144,234].

The advantage of deep learning is its ability to learn suitable features. A con-

ventional hand-crafted feature (Haar, HOG etc.) at a given region is essentially a

combination of raw intensity values around that region. The importance of these

intensities vary depending on what feature is being extracted. This is mimicked

by deep learning networks, as a node in a hidden layer is a combination of activa-

tions from the previous layer. The importance of each node varies by iteratively

adjusting their weights. This capability means that features do not need to be

explicitly hand-crafted before being inputted into the network, saving computa-

tion and manual work. However deep learning algorithms are slow to train as

a result of the amount of parameters to be optimised. Furthermore, there is no

straightforward way of finding a network architecture that sufficiently solves the

problem. This often requires trial and error which is extremely time consuming.

As a result architectures are susceptible to being overly complicated, which can

lead to overfitting.

2.5 Automatic Deformable Modelling

The majority of parametric deformable modelling approaches involve aligning an

initial model with the test image, before deforming the model towards the object

boundary. Accurate alignment is paramount for good segmentation, and often

this is manually carried out, making the process semi-automatic. Automatically

estimating the pose parameters (i.e. position, orientation and scale) of an object

in a test image is what distinguishes between semi-automatic and automatic de-

formable modelling. As such automatic deformable modelling has two distinct

parts; 1) pose estimation and 2) model deformation.
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2.5.1 Pose Estimation

Pose estimation can be thought of as an object localisation problem, and is the task

of estimating pose parameters such position, orientation, and scale of an object in

the test image. As well as being used for fully automatic segmentation, automatic

object localisation can also be used for video surveillance and image retrieval. It

has been implemented through a number of approaches such as template match-

ing, learning-based, transfer- learning and patch hypothesis testing. Less research

has been carried out for object localisation in medical and in particular cardiac

images, however two main methods have emerged; the template matching with the

generalised Hough transform [116], and learning-based patch hypothesis searching.

Template matching is the process of matching parts of a test image with a tem-

plate image. These two components are paramount for implementing such object

detection. The first component is a test image; the image in which we would like

to find the object of interest. The second component is the template; an image

patch, usually smaller than the test image, with which parts of the test image are

compared to. For object detection or pose estimation, the template is an example

image of the object we would like to detect. A relevant example might be the

test image being a 3D cardiac volume of the torso, in which we would like to find

the aortic root. The template would then be a much smaller 3D image (patch) of

an example aortic root. The parts of the test image with the best match to the

template given some similarity distance metric, are then taken as the locations of

the object in the test image, and as such the goal is to identify all input image

locations at which the template is present. Many approaches have been taken to

find matches between different image characteristics [112, 113, 118, 242]. Exam-

ples include native template matching, grayscale-based matching, pattern corre-

lation matching, image correlation matching and edge-based matching [195]. In

some cases, advanced template matching systems are capable of finding template

matches in the test image regardless of the object’s orientation and brightness,

which is a strong advantage for object detection [195]. However, for pose estima-

tion this is problematic, as we would like to know at what orientation is the best

template match.
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A classic example of template matching is the generalised Hough transform

[116], which has conventionally been used to approximate lines and circles in a

2D image. However more recently it has also been used to approximate more

arbitrary shapes, as well as 3D objects [22]. Localising these shapes involves a

voting procedure in the parameter space with the help of an accumulator ma-

trix. To approximate a circular shape, an edge detector must first be applied in

order to obtain an edge map, where high map values correspond to edge points.

Conventionally, the Canny edge detector [37] is used, [9, 22] however other edge

detectors have also been used, such as the Sobel filter [22]. The idea then is that a

perpendicular line from each of the edge points should cross the centre of a circle.

Drawing lines to every edge point then obtains hot spots corresponding to the

centre of the circles. Although effective, especially for round-like structures, it is

known that the Hough transform is extremely slow due to it’s voting system [238],

and not suitable for systems aiming for real-time pose estimation.

An extension to the generalised Hough transform has recently been proposed,

called Hough Forests [87], which dramatically speeds up detection. Whereas the

conventional implementation provides good generalisation by combining image

parts observed by multiple training templates, a large codebook is required to

convert the observed features into a Hough vote. This process significantly hin-

ders computational performance. Instead, Hough Forests combines the generalised

Hough transform with Random Forests in order to learn a direct mapping between

the patch and the Hough vote, skipping the cumbersome codebook altogether. The

Hough forest is learned given a set of training images, and so at runtime the patch

is passed through the Hough forest, yielding the resulting Hough votes and sub-

sequently finding the maximum likelihood of the objects pose. Such systems have

been successfully implemented for detecting humans, animals and cars, amongst

many other objects [87,185,249].

While the Hough transform relies heavily on prominent object features that are

highly textured, alternative template matching methods have concentrated on im-

proving detection of objects that are texture-less [28,112,113,131,141,184,209,272].
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Like the Hough transform, other traditional template-based approaches match

sparse local descriptors such as SIFT features [163], which are easily identifiable

for matching. Texture-less images however have no distinct features such as lines

or edges, and generally have poor visual appearance. The reason for such images

are often due to image acquisition conditions, such as lighting, physical occlusions

or equipment inconsistencies. To counter this, modern and current approaches to

deal with these problems often resort to machine learning in order to learn ab-

stract representations of features associated with the occluded object, rather than

relying on prominent and obvious feature representations [28, 177, 184]. Learning

algorithms have been used in this context in multiple ways. Firstly they have

been used for learning interest features and descriptors [115,214,270], rather than

manually hand-crafting them, and they have also been used for predicting the

matches [18,23,28,149,184,191,192].

The recent success of deep learning for training non-linear models as a result of

massive amounts of data and speedy processing, has lead to it being a hot topic,

and a popular method in many computer vision problems. Notably, as with the

current trend, deep learning has also been used in much the same way as previ-

ous conventional machine learning algorithms for pose estimation. Convolutional

Neural Networks (CNNs) have been used [122,131,141,233,272] to learn powerful

descriptors which are not intuitive. Such work has demonstrated that abstract rep-

resentations can learn features that are potentially more discriminative, allowing

matches to be identified in a clearer, more polarised way.

CNNs have also been used to learn features, however the network does not

necessarily need to be trained on a set of relevant training images [67,95,224,231].

Known as transfer learning, a network can be pre-trained on a previous dataset,

but the features learned during this training are still capable of identifying different

objects in a new dataset. The motivation behind such an approach is that train-

ing CNNs (or any other deep learning models) requires large amounts of training

data to ensure good generalisation. This can often be impractical, as acquiring

an abundance of annotated training data is time consuming and often expensive.

As such, learned features on a previous, unrelated have essentially been reused on
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new datasets, to avoid such impractical training requirements. The approach has

shown to be effective for objects with high texture [224,231], however the assump-

tion is that features used to identify one type of object are abstractly similar to

the features used to identify another type of object. Such an assumption means

that pre-trained models need to be carefully chosen, which may not be a trivial

task.

Template matching approaches have also been used specifically for finding the

aortic root. Kurkure et al. [142] use the generalised Hough transform to locate the

aorta in a 3D CT Volume, by approximating the circular shape of the aorta in a

series of 2D axial images. They report that the dynamic programming using the

generalised Hough transform performed well, however encountered some difficul-

ties due to either a lack of edge features or noise. This was particularly noticeable

when the pulmonary artery produced stronger edge responses in the edge detec-

tion stage, than the aorta itself. Avila-Montes et al. [9] used an entropy-based

cost function between axial slices. This constraint forced the boundary to follow

the homogeneous path through the pixels. Low local entropy corresponded to

a homogeneous region, however high local entropy represented regions that were

not textually uniform such as boundaries. This resulted in a better transition be-

tween adjacent pixels and pixel regions, and had a positive impact in localising the

aorta. As a result the method was also used to localise the aorta by a number of

authors [262,264]. Waechter et al. [262], Kurkure et al. [142] and Avila Montes et

al. [9] have shown that localising relatively small objects such as the ascending and

descending aorta in 3D volumes is possible using the Hough transform. However

in all cases it was assumed that cylindrical cross-sections of the object were visible

in each image slice. This assumption cannot be made when localising the major-

ity of anatomical structures. This assumption may also not hold for the aorta in

pathological cases, and so an alternative method is desirable. Furthermore, these

examples are implementation of the generalised Hough transform, which is known

for it’s slow voting procedure [238].

Template matching approaches are flexible, as a vast selection of suitable fea-
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tures or regions can be used to create the template. Simple systems are also

straightforward to implement, and their complexity can dramatically increased by

combining with learning algorithms, making them a popular and powerful method

for object detection and pose estimation. However, given the need to find the

matches in all possible combinations of location, orientation and scale in 3D pose

estimation, and given the size of medical volumes in which we need to search, it is

envisaged that such an approach would be time consuming. As such an approach

to reduce the number of pose hypotheses is desirable.

Patch hypothesis testing are classification-based methods that can often be

thought of as object detection problems, where an object is either in a window

at a certain pose hypothesis, or not. Here unknown test images are assigned to

one of a set of known texture classes, and is popular in a non-medical context for

detecting faces [189, 223, 261, 266], vehicles [33, 154], and humans [228, 279]. Tra-

ditionally, sample test images are usually labelled either positive (object present)

or negative (object not present). Scalar descriptions called feature vectors are ex-

tracted from each sample image, and a classifier is trained to find which features

best discriminate between positive and negative training windows. Once trained,

features from test images are passed through the classifier, and images with high

detection scores correspond to images that contain the object.

Although similar, patch hypothesis testing involves splitting the image into a

large set of pose hypotheses. These can be position, orientation or scale hypothe-

ses, depending on the application and dimension of the images. Sliding window

approaches are often used in these cases, which involves extracting features from a

sub-window of an image. The window is then moved along the image (i.e. moved

along to the next position, orientation or scale hypothesis), and the process is

repeated until all possible hypotheses have been exhausted, extracting features

at every stage. Similar to object detection, the problem is then formulated as

whether the object is in any of the sub-windows or not. To do this, the feature

vector from each patch hypothesis is tested by a trained classifier, giving it a de-

tection score. The window with the highest detection score represents the window

that contains the object [261].
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Some work has been presented which adopts learning-based detection tech-

niques for localising anatomical structures [61,92,114]. The primary drawback to

this approach in medical imaging is the sheer number of hypotheses to test. Con-

sider a 2D scan I of size 512× 512. The number position hypotheses alone would

be ∼ 260, 000. This number would exponentially increase with increasing image

dimension, or the need to estimate further pose parameters such as orientation or

scale. This has a dramatic effect on the speed of pose estimation during testing,

especially for 3D volumes.

Further developments have been proposed to alleviate this problem in the form

of marginal-space-learning (MSL) [286]. The authors propose a technique to dras-

tically reduce the computational burden of 3D exhaustive search for estimating

position, orientation and scale in large medical image volumes. The 9 pose dimen-

sions are estimated incrementally, which leads to efficient search in a much denser

computational grid that is otherwise not possible with exhaustive search. The

idea of MSL is that the full similarity search space (position-orientation-scale) can

be marginalised into position, position-orientation, and position-orientation-scale

spaces. As such, three classifiers are built. One to estimate the most likely position

estimations, one to estimate the most likely position and orientation combinations,

and finally one to estimate the most likely position, orientation and scale combi-

nation. Conventionally, these classifiers have been trained with a boosting-based

machine learning algorithm [257]. Assuming some natural alignment which is of-

ten characteristic of anatomical structures, it is assumed that the optimal pose

hypothesis is contained within the highest probability hypotheses of all marginal

spaces. As a result the number of pose hypotheses to test is significantly reduced,

which speeds up the testing stage no end. The method has been effectively used

for detecting many anatomical structures [132,285,287,289,290], and in particular

for small cardiac structures in very large cardiac volumes of the torso [100,288].

As is the trend with other pose estimation approaches, marginal space learning

has also been combined with deep learning for powerful abstract representations of

the image patches. Ghesu et al. [94] combined deep learning with MSL for object

detection in ultrasound images, which showed good performance in 2D. Their
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method is referred to as marginal-space-deep-learning (MSDL), and raw intensity

features are inputted into a large neural network (NN) for feature learning. A

complex architecture is presented with a high number of hidden layers, ensuring

highly abstract representations. Furthermore, an additional cascade is utilised

to try and simplify the architecture. Although training was slow due to the size

of the network used, testing time is fast. An exhaustive search would not be

capable of detecting such structures in such large volumes anywhere near real time,

and as such MSL with conventional machine learning and with deep learning, is

considered further in this thesis.

2.5.2 Active Contour Models

The origin of deformable models is with active contour models, or snakes. First

proposed by Kass et al. [128], Terzopoulos et al. [250, 251, 252] and Witkin et

al. [271], they deform a contour in the image domain based on image data forces

and curve smoothness forces. Although predominantly originally used for 2D seg-

mentation, as early as 1988 it was also shown that they may be easily extendible

to 3D [178,253].

Active contour models are parametric contours or curves that are geometrically

positioned in the image domain, and can be represented as V (x(s), y(s)), where

x(s) and y(s) are the image I coordinates on which the contour lies, and s ∈
[0, 1] is the parametric domain. The contour’s shape and coordinate locations are

determined by an energy function [174,238];

E(V (s)) = Eint(V (s)) + Eext(V (s)) (2.17)

which considers a contour smoothness term Eint(V (s)) and a term representing

the image data Eext(V (s)). Minimising this function results in a global solution

to the segmentation problem. The internal energy can be written as;

Eint(V (s)) = w1(s)

∣∣∣∣dVds
∣∣∣∣2 + w2(s)

∣∣∣∣d2V

ds2

∣∣∣∣2 (2.18)

where w1 represents the elasticity of the contour, and w2 represents the rigidity

[13,174,238]. The external energy term connects the snake to the image I, which
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can be formulated depending on the segmentation problem. For illustration, a

very simple example may take the form [238];

Eext(V (s)) = wlineEline(V (s)) + wedgeEedge(V (s)) (2.19)

where

Eline(V (s)) = I(x(s), y(s)) (2.20)

Eedge(V (s)) = −|∇I(x(s), y(s))|2 (2.21)

and wline and wedge are their associated weights. Such expressions would therefore

attract the contour towards line and edge features in I. From calculus variations

the minimisation function can be expressed as an Euler-Lagrange equation [13,

174,238];

− d

ds

(
w1(s)

dV

ds

)
+

d2

ds2

(
w2(s)

d2V

ds2

)
+∇Eext(V (s)) = 0 (2.22)

This partial differentiation equation clearly shows the balance between internal

and external energies that occurs when the contour is at an equilibrium. Numerical

algorithms [174] are then often used to optimise this formulation.

The computation of the external force is highly dependent on the problem

in hand, and numerous computations have been proposed [275]. Traditionally, a

Gaussian potential force was used, which is designed to lead the contour towards

image edges or lines, and has been expressed in the following form [251,275].

Eext(V (x, y) = w[Gσ(x, y) ? I(x, y)] (2.23)

where Gσ is a 2D Gaussian function with standard deviation σ, and w is a weight-

ing parameter. The weight’s sign corresponds to either dark or light edges in

image I. However such a function requires that the initial contour be initialised

very close the ground truth object in the image domain. As a result the computa-

tion of the external force has been further developed to attract the contour to edges

over longer distances. Examples include multi-scale Gaussian potential [128,252],

pressure force [50], distance potential force [51], gradient vector flow [276, 277],

and dynamic distance forces [65,167].
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Although popular, the minimisation of the contour’s energy can be prob-

lematic. Numerous parameters such as weights, the number of iterations, and

the external energy function Eext must be carefully designed for optimal perfor-

mance [174,240]. Furthermore, the Euler-Lagrange equation suffers from numeri-

cal instability [238], and so while energy minimisation is still a well used method

today, other deformable models have also been proposed without such formulation.

Instead image-driven forces and shape forces are applied separately and sequen-

tially [100,285,288] (see Section 2.5.4). However, further models have been devel-

oped to overcome such difficulties while still using energy minimisation. Variants

of active contour models include finite-element snakes [51], snakes with dynamic

programming [6,7], B-snakes [16,78,175], snake growing [179], Fourier deformable

models [241], polynomial snakes [156, 157], and active shape models [52, 53, 56].

Furthermore, Liu et al. [161] recently combined active contour model principles

with the level set method to create parametric-geometric hybrid deformable model,

and was applied to medical images.

Active contour models have been used in a wide variety of medical image

segmentation applications due to their flexibility [173]. Recently, they have been

used to segment cerebrospinal fluid in CT images [202], radiation uptake in PET

image [2], and cardiac structures in MRI images [293]. Such recent work [90,110,

201, 282, 292] indicates that parametric deformable modelling is very much still

suitable for numerous medical image analysis tasks [176].

2.5.3 Active Shape Models

Although flexible, parametric contour models can get confused when finding boundary-

like areas that are not part of the desired object [173]. To counter this, shape

constraints from a statistical model have been used that can correspond to the

internal energy, which restricts the degree of flexibility of the deforming model.

First proposed by Cootes et al. [52,53] in 1998, active shape models (ASMs) use a

statistical shape model (SSM) [57,107,108] based on prior shape knowledge from a

training set to restrict the deformation of the model over time. The SSM is based

on prior shape knowledge across a set of training shapes, and is built from a set of
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corresponding landmark points across those shapes. Shape constraints can then

be acquired from the SSM, which are applied to the deforming model on every

iteration.

The SSM models the distribution of the corresponding points, which essentially

statistically models the shape of the object. The amount of variation between cor-

responding points in the training shapes determines the constraints placed on the

model during deformable modelling. A typical ASM scheme would adjust the

points of the deformable model based on image-driven forces, then shape con-

straints are applied to the model which adjusts the points further. This ensures

that on every iteration the segmented shape is consistent with the shapes seen

already in the training set.

The remainder of this section describes the process of applying SSM constraints

on a 2D deformable model [52, 53]. Firstly, some training is required to generate

the SSM. Assume a set of n corresponding landmark points across a set of S

training meshes. The 2D points on training mesh s can be expressed as;

υs = (x1, x2, . . . , xn, y1, y2, . . . , yn)T (2.24)

It is essential that the set of points across all meshes are globally aligned in order

to fairly quantify the variability in shape across the set. Cootes et al. [52,53] sug-

gests Procrustes analysis [97] for this purpose. Concatenating the globally aligned

vectors yields a matrix Υ, and the mean vector ῡ is computed.

To quantify the variation in vectors υs, principal component analysis (PCA)

is applied to Υ [1, 123]. PCA is essentially a data reduction tool which reduces a

large set of variables to a smaller set, but still keeps the majority of information

in the larger set. It is a statistical procedure that converts observations which

have variables that are possibly correlated, into a set of values that are linearly

uncorrelated. The new values are called principal components, which highlight

the dimensions of highest variability. By computing the covariance matrix and

performing eigen-decomposition, a set of eigenvectors and eigenvalues can be ob-

tained [1]. Eigenvectors P represent the dimensional direction of the principal
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components in the new feature space, while their corresponding eigenvalues λ cor-

respond to how much variation is associated with that principal component (i.e its

importance). By multiplying the original observations with the principal compo-

nents it is possible to transform them to the new feature space of lower dimension,

making it easier to deal with data.

The eigenvectors P , eigenvalues λ, and the mean vector ῡ are the components

of the SSM. Any shape with a set of n points correspondent to those in Υ can now

be expressed in terms of shape parameters b. For every bi there is a corresponding

eigenvector Pi and eigenvalue λi. Therefore, during the deformable modelling

stage, assume the model has x, y coordinates expressed as;

υ = (x1, x2, . . . , xn, y1, y2, . . . , yn)T (2.25)

which can be expressed as parameters b using the following expression;

b = P T (υ − ῡ) (2.26)

By applying shape constraints on b, we essentially adjust the x, y coordinates of

the deforming model υ. The constraints placed on b must ensure that the shape

does not exceed the variations of shape seen in Υ. Cootes et al. [52, 53] suggests

limits of;

bimin
= bi − 3

√
λi (2.27)

bimax = bi + 3
√
λi (2.28)

Therefore if any bi exceed these limits, they must be adjusted accordingly to fall

within this range, which yields a new set of shape parameters bnew. This can

subsequently be translated to point coordinates by obtaining a new vector;

υnew = ῡ + Pbnew (2.29)

Due to its quick implementation and powerful shape regularisation capabil-

ity, ASM-like methods have been widely used for deformable modelling segmen-

tation [3, 176, 275]. ASM has been used for many medical image applications,

such as segmenting brain structures [56, 259], heart structures [56, 64, 196, 267],
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lungs [259], amongst many others [107]. However, there are a number of aspects

in ASM where care must be taken. SSM generation is essential for good segmen-

tation. As Davies et al. [63] explain, the accuracy of the correspondence between

points is paramount. Poor correspondence may lead to an SSM that may not ad-

equately describe the shape, and may lead to shape constraint application which

allows invalid shape instances. In addition, the amount of point correspondences

used to build the SSM must be carefully chosen. An SSM with sparse corre-

spondences may not apply strong enough constraints to ensure shape consistency.

However, too many may be too restrictive for segmenting a testing shape instance

that has not yet been seen in the training set.

Active appearance models (AAMs) are natural extensions to ASMs, and were

first proposed by Cootes et al. [54, 55]. AAMs combine statistical shape models

with statistical appearance models, which are generated in a very similar way.

Whereas SSMs model the shape variation seen in training shapes, the appearance

model also models the texture variation seen in the corresponding training images

[55,58,243]. This provides even more constraints for a freely deforming model.

2.5.4 Deformable Mesh Models

Active contours have been expanded to 3D while applying energy minimisation

[51, 253, 283], and was first implemented with a 3D triangular mesh by Bulpitt

et al. [35, 36]. They have become ever more popular recently due to 3D image

volumes becoming the norm. 3D mesh deformation can provide smoother result-

ing segmentations than performing 2D segmentation on a slice-by-slice basis [238].

The same principles apply for mesh deformation, in that one component is used

to deform the mesh towards the boundary with image-driven forces, while another

component is often used to maintain a regularised mesh surface [127]. Such ap-

proaches have been used for soft tissue [109] and heart [197] segmentation, and

for the segmentation of bone structures [129,130], amongst others [181].

Other more recent deformable meshes do not necessarily follow the energy min-

imisation approach, although the energy components to which they are subject
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are similar [173, 176]. In these cases the image-driven component and shape reg-

ularisation component can be applied separately, sequentially, and in an iterative

fashion [127, 288]. For example, the 3D mesh vertices are deformed towards the

boundary (usually along the 3D normal direction) using appropriate image fea-

tures, and is followed by some mesh surface interpolation to provide some shape

constraint.

More sophisticated methods have also been incorporated with deformable meshes

for boundary detection. Often comparing simplistic features such as gradient, edge

or line features are not descriptive enough to move the mesh vertices towards the

correct boundary in complex medical volumes. Instead learning-based boundary

detectors have been proposed [285,288] where feature vectors from a local patch are

classified with machine learning algorithms as being on the boundary or not. This

drives the initial deformation based on image data, before shape regularisation in

the form of SSM and/or surface interpolation.

A number of modern examples combine such components, and have been suc-

cessfully used to segment the four chambers of the heart [70, 72, 100, 285], the

aorta [120, 288], and the liver [159]. These segmentation procedures were fully

automatic, by employing automatic pose estimation. The initial 3D mesh model

consisted of both control points and ordinary mesh points. The deformation pro-

cess started by moving sparse control points towards the boundary using machine

learning algorithms, which was followed by simplistic surface interpolation. The

remaining points on the surface were then adjusted using the same machine learn-

ing classifier. These three steps were iterated to obtain better segmentation results.

Examples of such meshes are shown in Figure 2.5.

Furthermore, numerous examples are provided in the literature of deformable

meshes coupled with statistical models in order to regularise the mesh shape [64,

107, 108, 180]. In such cases after the mesh vertices have deformed towards the

boundary, some soft interpolation is applied before SSM shape constraints are

applied, all on an iterative basis. This essentially becomes ASM with deformable

meshes, rather than contours, and have shown some impressive results.
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Figure 2.5: Examples of meshes used in medical deformable modelling. Left:

Aorta mesh adapted from [285]. Middle: Liver mesh adapted from [159]. Right:

Meshes of heart structures adapted from [100].

2.6 Summary

In this chapter necessary background information has been discussed in prepara-

tion for presenting the proposed methods in the following chapters. The chapter

started by providing an overview on medical imaging, which describes common

imaging modalities along with their applications in medicine. This was followed by

an overview of conventional approaches for medical image segmentation. Simplis-

tic methods such as intensity, region and classification-based segmentation, were

described, as well as more advanced graph-cut segmentation and deformable mod-

els. This included a discussion on geometric and parametric deformable modelling.

Intensity-based methods such as thresholding, as well as region-based ap-

proaches rely heavily on the assumption that the region of interest is bi-modal.

This is unrealistic in medical images, where organ boundaries can appear to be

diffused depending on the image modality, and pathological organs tend to have

inconsistent intensity values. Classification-based segmentation offers an alterna-

tive approach which learns patterns in normal and pathological organs to identify

them in an unknown image. However the amount of training data needed is un-

realistic for practical medical studies. Graph-cut segmentation is less affected by

image noise, however it heavily relies on the source and sink labels, making it ide-

ally suited to interactive, rather than automatic segmentation. Deformable models

are known to be well suited to medical image segmentation as they can cope well
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with structures with high shape variance, which is often the case in pathological

organs. Geometric deformable models can also handle topological changes as they

are based on curve evolution. However they require a lot of preparation for which

level-set and stopping functions to use. Assuming that there aren’t any topological

changes in valvular or vascular structures, it is thought that parametric models

may be more suitable, and the internal and external forces can be weighted and

implemented appropriately.

Common parametric deformable model approaches were also presented, which

included active contour models or snakes, active shape models and deformable

mesh models. Given that the valvular and vascular structures of interest in this

thesis are 3D, it is assumed that deformable meshes is the most appropriate ap-

proach to take. In addition, active shape models are particularly useful for ap-

plying top-down shape constraints on the deformable model, ensuring that the

deformation does not yield a shape drastically unlike what we would expect to

see.

Finally, an overview of supervised machine learning approaches was presented,

which are often used in automatic deformable modelling. Common uses are for

the automatic detection of the object for model initialisation, and for boundary

detection to drive the model towards the boundary. Descriptions were provided

for bagging, boosting and deep learning approaches that are referred to in the

following chapters.

The following chapters present an approach to automate SSM generation,

which is subsequently used in a proposed image-driven automatic deformable

modelling framework. An initial framework is used for the 3D segmentation of

the aortic root in CT images. A further development of this framework is also

used for vessel segmentation in confocal microscopy images.
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3. Dense Mesh Correspondence

3.1 Introduction

This chapter presents a method for automatically establishing dense vertex cor-

respondence across a set of 3D meshes. Such information is used for automatic

statistical shape model generation, which is used to provide top-down constraints

in deformable modelling. The method is applied to multiple complex aortic root

meshes, and is an important component to accelerate model preparation for the

segmentation framework presented in Chapter 4.

A common problem in deformable model segmentation is that certain vertices

may deform towards the erroneous boundaries that may have strong features.

Shape variations can be generalised as a statistical model, which describe the

modes of variation in a given shape. Such generalisation can subsequently be

imposed on a deformed model in the form of shape constraints [278], resulting

in shape preservation. Applying a SSM to a deformed model can ensure that

mesh vertices do not deviate too far away from the training shapes, regularis-

ing the deformed shape. This essentially means that prior knowledge is provided

to constrain the possible shape space. One of the most popular approaches for

deformable model based segmentation is through the use of active shape models

(ASM), which was first proposed by Cootes et al [52,53]. ASM employs an iterative

process where the model is deformed to fit the boundary and is followed by impos-

ing such shape constraints, often leading to better segmentation [54,55,56,57,58].

SSMs can be generated from a set of corresponding landmark points on the

shapes’ surface, however finding the same number of well-defined, corresponding

landmarks in all training shapes is not a trivial task. This is especially true for 3D

meshes where the number of faces and vertices can vary. The problem can be even

more compounded in anatomical objects where landmark points are often sparsely

separated due to their smooth surfaces, where only a few landmarks can be easily

identified. It is suggested that building an SSM from sparse landmarks can lead

to an SSM that inadequately describes the shape. Such sparse landmarks are

useful to characterise regions that are close to these landmark correspondences,

but not those that are far away. For example when it comes to medical image
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segmentation, there is a very real chance that a number of vertices end up on the

wrong boundary. If these vertices are far away from the landmarks used to build

the SSM, it is possible that applying the SSM has little or no effect on their po-

sitions, potentially leaving a shape that does not resemble the desired object at all.

It is therefore proposed that obtaining a denser set of correspondences not only

describes the shape better, but also makes it possible to exclude or include land-

marks in order to build a SSM of varying degrees of freedom. As such, obtaining

a dense set of corresponding landmarks allows flexibility in SSM design. In this

chapter, a method is presented for finding correspondences between all vertices

across a training set of meshes. Any subset of correspondences can then be used

to build the SSM. However, to manually segment and label all correspondences

across all 3D training shapes is a time-consuming and tedious process, and an

automatic method to find shape correspondences is necessary.

A number of approaches to find correspondences on 3D shapes have been pro-

posed, many of which work directly on the meshes themselves [32, 63, 135, 245,

265, 281]. A well known approach for obtaining correspondences for SSM mod-

elling is by using the minimum description length (MDL) [210, 211], proposed by

Davies et al. [63]. Here, training shapes are parametrised with a piece-wise linear

representation which defines how the points are sampled on each training shape.

The shape parametrisations are manipulated according to the optimisation of an

objective function, based on the MDL [63, 238, 254]. The approach shows good

correspondence between multiple 2D shapes [63, 73, 238], and the approach has

been extended to 3D [20,62,63,96]. However, the major drawback of the approach

is that it requires numerous function evaluations with stochastic optimisation. For

2D cases alone, Davies et al. [63] state that the method is computationally expen-

sive, and that the method took several hours. It is assumed that this would be

far more extreme for finding 3D correspondence. Furthermore, as the method re-

quires good parametrisation, Styner et al. [244] notes that it may perform poorly

on complex mesh structures as the optimizer struggles to deal with regions of very

high curvature.
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Other important approaches in the field include exhaustive correspondence

searching [15, 32, 46], or by using distance map representations [121, 135, 219,

265]. Examples include Brett and Taylor’s [32] proposed method of expanding

an iterative-closest-point (ICP) algorithm for feature point matching. Wang et

al. [265], used geodesic distance to match local surface geometry, and similarly

Kim et al. [135] used blended intrinsic maps to find non-isometric correspon-

dences in a range of 3D shapes. Although important pieces of work, the meth-

ods require water-tight meshes which are not always possible in medical data.

This is especially true for aortic root meshes, which are open-ended at the sino-

tubular junction. In addition, most of these techniques only establish a set of

sparse correspondences, which is not always sufficient to build accurate SSMs of

anatomical objects. Furthermore, exhaustive correspondence searching [32], calcu-

lating exhaustive representation maps [121,135,219,265], and evaluating numerous

parametrisations [62,63], are very computationally expensive. Therefore generally,

many current methods are slow and require heavy computation.

Alternatively, non-rigid registration-based approaches have been proposed which

are much quicker. In contrast to other methods such as MDL [62,63] and distance

map approaches [121,135,219,265] which work in higher-dimensional domains (i.e.

parametrisation space and distance map space), registration-based approaches

work in the object’s spatial domain (being either an image or a mesh). Such

approaches generally consist of non-rigidly deforming a source image/mesh to a

target, before straightforwardly establishing point correspondence between them.

Zhang et al. [281] used simplistic mesh deformation to find a set of correspon-

dences. The non-rigid transformation was estimated with automatically identified

corresponding landmarks of high curvature. This was successfully applied to non-

medical meshes such as dinosaur and animal meshes, however identifying such

initial landmarks on anatomical structures is difficult as the surfaces are typically

smooth.

Other approaches have also been proposed to find correspondences with B-

splines, specifically on anatomical shapes. Subsol et al. [245], were among the first

to propose using B-splines for non-rigid mesh registration. Line feature matches
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are found between multiple skull meshes, which are used to estimated a non-rigid

transformation between two meshes. After non-rigid registration, point feature

matches are found to establish correspondence. However, initial line correspon-

dences are needed here before point correspondences can be established. It is

thought that the line features used here may not be suitable for cardiac objects

as they tend to have smooth surfaces [82].

Notably, Frangi et al. [81,82] proposed to find corresponding mesh landmarks

by working on the corresponding image data, rather than working directly on the

meshes themselves. This method assumes that each anatomical 3D mesh has a

corresponding 3D medical image, and that an image atlas and a corresponding

atlas mesh has been generated. Desirable sparse landmarks are labelled on the

mesh atlas. A non-rigid free-form-deformation (FFD) based on B-splines between

each 3D image and an atlas is estimated using an intensity-based similarity metric.

This FFD is then applied to the corresponding mesh, where the landmark points

are propagated across to establish correspondence. However, using an image-based

similarity metric is not always suitable for images that lack strong features or have

varying contrast and appearance.

The challenge therefore is to;

• Automatically identify a dense set of corresponding landmarks in order to

adequately describe anatomical shapes.

• Not overly rely on noisy cardiac CT image data.

• Develop a method suitable for complex open meshes such as the aortic root.

• Develop a method that is efficient in order to accelerate model training time.

3.2 Contribution & Overview

The idea in this chapter is to obtain a dense set of corresponding landmarks on

aortic root meshes. In order to develop an efficient system to accelerate deformable

modelling preparation, a non-rigid transformation approach is taken. Following
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the earlier work of Frangi et al. [82], given a set of sparse corresponding landmarks,

this is achieved through; a) simple surface interpolation; b) a new mesh-based sim-

ilarity metric, and; c) a novel two-stage local transformation.

The method obtains point correspondence between all vertices in a target mesh

with vertices in a source mesh, and is repeated across the training set. Starting

with an initial set of sparsely labelled corresponding landmarks, for simplicity and

practicality a denser subset of corresponding landmarks is found through inter-

polation with Dijkstra’s shortest path algorithm [66]. From these landmarks a

non-rigid free-form-deformation of source to target is estimated and applied, be-

fore complete vertex correspondence is computed between the two meshes. The

FFD estimation is similar to that of Frangi et al. [82], however in this case the

estimation is based on a similarity metric between the meshes themselves, rather

than their corresponding image data.

The proposed method is applied to aortic root meshes generated from CT

TAVI images. SSMs of the aortic root have previously been implemented using

sparsely separated, easily identified landmarks [100,120]. However a denser set of

correspondences is found here to better describe the shape, and to allow flexibility

in SSM design. It is shown that the method avoids inaccurate transformation es-

timation when meshes are generated from CT data, where the appearance of the

root can vary significantly due to changing contrast, calcifications, or the blood

flow. As demonstrated in this chapter, the technique can find point correspon-

dences among aortic root shapes better than the intensity-based approach taken

by Frangi et al. [82].

3.3 Mesh-Based Transformation: Approach

This section describes the idea of finding a dense set of landmark correspondences

across a set of triangular training meshes. A target mesh Mt = (Vt, Et, Ft) with

|Vt| = n vertices is selected from the mesh set, and the remaining meshes are

regarded as the source meshes. Assume a source mesh Ms = (Vs, Es, Fs) where
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Figure 3.1: Overview of the proposed approach to automatically finding correspon-

dence between two 3D meshes. Mt is the original target mesh with vertices Vt, Ms

the original source mesh with vertices Vs, and M ′
s(V

′
s ) is the transformed source

mesh with vertices V ′s . M
′
s(Q

′
s) is the deformed source mesh, with a reordered set

of vertices Q′s that are correspondent with Vt.

|Vs| = p, and n 6= p. The challenge now is to find a complete set of n vertex

correspondences on the source mesh Ms. The method in this chapter obtains a

set of source vertices Qs ⊂ Vs that are correspondent with Vt.

Finding correspondences between shapes that vary in appearance can be chal-

lenging, however the problem becomes much easier when the shapes are similar to

one another. By deforming Ms to match Mt, vertex correspondences can be easily

obtained using a simple nearest-neighbour metric.

The source mesh Ms is transformed [225] by T (x, y, z);

M ′
s = Ms × T (x, y, z) (3.1)

such that M ′
s 7→ Mt. To allow flexible matching between the source and target

meshes, a local transformation is estimated as well as a global transformation

estimation. First the source mesh is transformed to the same global coordinate

system as the target mesh. This is followed by a non-rigid transformation estima-

tion between Ms and Mt. Let T (x, y, z) be the transformation that deforms mesh
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Ms so that T : Ms 7→Mt. It is formulated as;

T (x, y, z) = Tg(x, y, z) + Tl(x, y, z) (3.2)

Following from Frangi et al. [82], alignment to the target coordinate system is

estimated through an affine transformation:

Tg(x, y, z) = Ax+ b (3.3)

where A is a matrix containing rotation and scale parameters, and b is a transla-

tion vector. These are computed using the ground truth pose parameters of both

the source and target meshes.

For the local transformation between Ms and Mt, the FFD is estimated in a

multi-resolutional procedure at H resolutions, such that;

THl (x, y, z) =
H∑
h=1

T hl (x, y, z) (3.4)

To estimate T hl (x, y, z), control points φhi,j,k of size nx × ny × nz are moved which

warp an underlying 3D voxel lattice. At each resolution h the control point spacing

is defined as;

δh = δ0/2
h (3.5)

where δ0 is the control point spacing at the original resolution. Decreasing δ0

decreases the flexibility of the spline, whereas increasing δ0 allows a more local

deformation. Given a set of control points φhi,j,k, the transformation is formulated

as follows;

T hl (x, y, z) =
3∑
l=0

3∑
m=0

3∑
n=0

Bl(u)Bm(v)Bn(w)φhi+l,j+m,k+n (3.6)

where Bl represents the lth basis function of the B-spline. The voxel lattice posi-

tions are i = bx/nxc− 1, j = by/nyc− 1, and k = bz/nzc− 1. u = x/nx−bx/nxc,
v = y/ny − by/nyc, and w = z/nz − bz/nzc are the fractional positions along the

lattice [146,215,216].
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The position of control points φhi,j,k (i.e. the B-spline parameters) are optimised

using gradient descent [237] with the objective function;

E(φ) = Es(Vt, Tl(Vs)) + ϕEr(Tl) (3.7)

where Er is a smoothness cost, ϕ is a regularisation term, and Tl(Vs) is the de-

formed Vs given transformation Tl. Finally, Es is a similarity metric based on the

sum-of-squared-distance (SSD) measure [182] between sets of mesh vertices, such

that;

Es(Vt, Tl(Vs)) =
1

|Vt|
∑

(Vt − Tl(Vs))2 (3.8)

where |Vt| is the number of vertices in Vt, i.e L1 norm.

Establishing point correspondences between two similar shapes now becomes

simpler. A simple nearest neighbour algorithm is applied to find complete point

correspondence. For every vertex in Vt, the nearest neighbour based on Euclidean

distance is found in V ′s . The nearest neighbour in V ′s is considered the correspond-

ing vertex, and this leads to a new subset of re-ordered deformed source vertices

Q′s. Finally, the inverse local transformation is applied;

Qs = Q′s × T−1
l (x, y, z) (3.9)

resulting in the complete set of correspondences Qs in the source mesh. This is

repeated for all source meshes remaining in the set. An overview of the approach

is shown in Figure 3.1.

3.4 Application

The method is applied to complex aortic root meshes, which have been labelled

from CT TAVI images. For this experiment in addition to both target and source

meshes, a sparse subset of corresponding vertices is also used to help the defor-

mation. Therefore we have meshes Mt = (Vt, Et, Ft) and Ms = (Vs, Es, Fs), where

|Vt| 6= |Vs|, as well as sets Pt ⊂ Vt and Ps ⊂ Vs, where |Pt| << |Vt|, |Ps| << |Vs|
and |Pt| = |Ps|.
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Each aortic root mesh was labelled with 10 corresponding landmark points.

Three of these were aortic valve hinge points ; the first of which was the nearest

to the aortic arch, with the remaining two labelled in a clockwise fashion. Three

commissure points were labelled between the hinges, with the first commissure

point between hinges 1 and 2, and the remaining labelled in a clockwise fashion.

Three points were labelled on the sinotubular junction, directly below the three

hinge points. The first of which was below the first hinge point, with the remaining

two once again labelled in a clockwise fashion. Finally, a centre point was labelled

on the surface at the centre of the root. These points can be reliably identified as

they are prominent structural features with high curvature.

Using the 10 landmarks, a denser set of corresponding landmarks were found

using an interpolation approach. Pairs of landmark points were defined and the

surface paths between them were determined using Dijkstra’s shortest path algo-

rithm [66]. Fifteen paths were determined in all; six between the hinge points

and their nearest commissure points, three between the hinge points and the cen-

tre point, three between the hinge points and their corresponding sinotubular

junction points, and three between the sinotubular junction points. Five evenly

spaced points were then interpolated along each path, leaving a total of 70 land-

mark points. Therefore |Pt| = |Ps| = 70. An illustration of this can be seen in

Figure 3.2.

To make the most of the additional sparse correspondences, this approach

estimates the local transformation in two separate stages; a coarser transformation

Tl1 , followed by a finer transformation Tl2 . The full transformation is therefore

formulated as;

T (x, y, z) = Tg(x, y, z) + Tl1(x, y, z) + Tl2(x, y, z) (3.10)

which are applied sequentially. First Tg is applied to Ms before applying both

local transformations Tl1 and Tl2 in sequential fashion;

M ′
s = Ms × Tl1 (3.11)

M ′′
s = M ′

s × Tl2 (3.12)

so that M ′′
s is now mapped to Mt. Both Tl1 and Tl2 are estimated using equations

(3.4), (3.5), (3.6), (3.7) and (3.8). A nearest neighbour algorithm is again used,
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Figure 3.2: Initial landmark labelling. (a) Initial sparse landmark points showing

the hinges (red), commissures (green), and sinotubular junction points (blue); (b)

Interpolation paths between pairs of initial landmarks; (c) New initial landmarks

after path interpolation.

this time to find Q′′s , before the inverse local transformation is used to find Qs;

Qs = Q′′s × (Tl1 + Tl2)
−1 (3.13)

Tl1 is a coarser transformation than Tl2 . The intuition is that the first local trans-

formation Tl1 provides a better alignment between the overall structure of the two

meshes. Once the meshes are aligned, a local transformation Tl2 with a higher

resolution is used. This alleviates the over-fitting problem, avoids sharp peaks or

troughs in the surface of the meshes, while reducing the chance of edge overlap-

ping. Two factors contribute to making Tl1 a coarser transformation than Tl2 . The

first is the similarity metric calculation. For Tl1 this is estimated from the SSD

between the sparse landmarks Ps and Pt. The similarity metric for Tl2 however is

based on the SSD between all deformed vertices in V ′s and Vt. The other factor is

the control point spacing δ0, during FFD estimation. Tl1 has spacing of δ01 , and

Tl2 has spacing of δ02 , where δ01 > δ02 . A relatively large δ01 is selected as to sup-

press the amount of local deformation as the FFD was estimated using the sparse

set of corresponding landmarks. A smaller δ02 is used to capture a more local
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Transformation Tl1 Tl2

Similarity Metric Es(Pt, Tl1(Ps)) Es(Vt, Tl2(V
′
s ))

Control Point Spacing δ01 = 15mm δ02 = 5mm

Number of resolutions H1 = 3 H2 = 3

Table 3.1: Local transformation differences.

deformation by giving the FFD more degrees of freedom. Estimation parameters

for Tl1 and Tl2 are summarised in Table 3.1.

3.5 Comparative Analysis and Results

For comparison, the same framework was implemented, however instead of the

proposed mesh-based similarity metric, an image-based metric [82, 215, 216] was

used instead. For fair comparison, the 70 fiducial points were also used in this

implementation, so that the transformation was also formulated as is expressed in

Equation 3.10. In addition the same FFD parameters were used. The only dif-

ference was the similarity metric. Given that all images are from the same image

modality and therefore have similar contrasts, Rueckert et al. [216] state that an

SSD between pixel intensities is sufficient.

Tl1 was computed in exactly the same way as the proposed method, in order

to make use of the provided fiducial points. However, instead of using Equation

3.8 to estimate Tl2 , an image-based implementation was used instead, such that;

Es(It(Vt), Tl(Is(Vs))) =
1

|Vt|
∑

(It(Vt)− Tl(Is(Vs)))2 (3.14)

where It(Vt) are the voxel intensities in the target image at locations Vt, and

Tl(Is(Vs)) is the voxel intensities of the deformed source image at location Vs.

An experiment was conducted using 37 aortic root meshes, where each mesh

was used as the target in a leave-one-out fashion. The aortic root, including

the ascending aorta and aortic arch were labelled in CT TAVI images, of size
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512 × 512 × (500 ∼ 800), and voxel size was 0.48mm × 0.48mm × 0.62mm. In

order to ensure that the hinges were clearly seen, multi-planar-rotation software

was used during labelling. This was followed by the marching-cubes algorithm

for mesh generation, and the 10 landmarks were manually labelled. This was fol-

lowed by Dijkstra-based interpolation to yield 70 fiducial points on all meshes.

The ascending aorta and aortic arch were then discarded from the meshes below

the plane on which the 3 sinotubular junction points lay. The average local mesh

size was 35mm× 34mm× 24mm.

For the estimation of Tl1 it was decided to use H1 = 3 mesh resolutions, and

an initial control point spacing of δ0 = 15mm. A relatively large δ0 was selected

here as to suppress the amount of local deformation as the FFD was estimated

using the sparse set of corresponding landmarks. This avoided any sharp peaks or

troughs in the surface of the mesh, while also reducing the chance of edge overlap-

ping. H2 = 3 was also used for the estimation of Tl2 , however here it was decided

to use δ0 = 5mm in order to capture a more local deformation by allowing the

FFD more degrees of freedom.

Registration of source to target was evaluated using the mean symmetrical

point-to-mesh distance PMD, and symmetrical Hausdorff distance HD between

Mt and M ′′
s . It was not possible to quantitatively evaluate the resulting cor-

respondences as no ground truth was provided, and to manually label ∼ 8000

corresponding points on all meshes would take an excessive amount of time. For

this evaluation it is assumed that better registration between source and target

yields better correspondence. Registration results of the proposed method were

therefore PMD = 0.4± 0.2mm and HD = 3.6± 1.2mm. This represents a mean

distance error of less than one voxel, and a deformed mesh with no distant outly-

ing vertices from the surface.

Table 3.2 compares the registration results of the proposed method with that

of Frangi et al. [82]. This shows that both PMD and HD of the proposed mesh-

based metric were dramatically lower than that of the image-based metric. The
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Method PMD HD

Image-based Metric [82] 3.6± 4.5 51.4± 13.8

Mesh-based Metric 0.4± 0.2 3.6± 1.2

Table 3.2: Transformation results comparison.

obscured appearance of the boundary between the aortic hinges and the LVOT due

to varying blood contrasts has significant effects on the image-based metric. As

a result it can be concluded that finding correspondences purely based on image

data is not suitable for noisy images such as CT TAVI.

Figure 3.3 compares the deformation of source to target using an image-based

metric [82, 216], and the proposed method using the mesh-based approach. This

confirms that the proposed method deforms the source meshes so that they have

a greater visual resemblance to the target than the deformed meshes using image-

based transformation estimation. In addition, the resulting meshes using the pro-

posed method have no compressed or stretched mesh faces, and no tangled mesh

edges, leaving a smooth, regularised mesh. This is in contrast to the deformed

meshes using an image-based similarity metric, where the meshes appear stretched

and compressed in numerous areas.

This close similarity in appearance between Mt and M ′′
s allowed more accurate

corresponding vertices to be found using the nearest-neighbour calculation. Figure

3.4 compares the vertex correspondences using the proposed method, and using the

image-based transformation estimation proposed by Frangi et al. [82]. Additional

results of vertex correspondences between target and source meshes are shown

qualitatively in Figure 3.5. Twenty randomly sampled vertices have been plotted

on the target, and the corresponding vertices on two source meshes are shown

using a colour coded scheme.
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Figure 3.3: Deformation comparison. From left to right; 1st column: Sources

(Ms); 2nd column: Target meshes (Mt); 3rd column: Source deformation (M ′′
s )

using proposed method; 4th column: source deformation (M ′′
s ) based on image

data [82,216].

Figure 3.4: Correspondence comparison. From left to right; 1st column: Target;

2nd column: Corresponding vertices using proposed method; 3rd column: Corre-

sponding vertices using image-based method [82,216].
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Figure 3.5: Further examples of vertex correspondence using proposed method.

From left to right; 1st column: Target mesh with randomly sampled vertices; 2nd

column: Randomly selected source mesh with corresponding vertices; 3rd column:

Another randomly selected source mesh with corresponding vertices.

3.6 Summary

This chapter presented a mesh based registration method for finding complete ver-

tex correspondence across a set of 3D meshes. In particular, the proposed method

has been demonstrated using complex aortic root meshes, which have correspond-

ing images with varying appearance. A set of sparsely distributed corresponding

landmarks was used to help with local transformation estimation using a mesh-

based similarity metric.

It has been shown that source to target mesh transformation using the mesh-

based similarity metric outperformed a similar approach using an image-based

metric [82]. Challenging data such as CT TAVI images makes image-based trans-
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formation estimation unsuitable due to the highly obscured boundary between the

aortic hinges and the left ventricular output tract. Given the images’ correspond-

ing meshes and a purely mesh-based metric however, the transformation becomes

much more accurate. This allows better correspondence between all mesh vertices

across all training meshes.

The next chapter uses the ideas presented in this initial study to automatically

generate a statistical model of the aortic root’s shape. The statistical shape model

(SSM) is used to apply constraints to a deforming model to preserve the shape of

the aortic root during segmentation.
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4. Aortic Root Segmentation

4.1 Introduction

This chapter presents a parametric deformable modelling framework, for the auto-

matic 3D segmentation of the aortic root in CT TAVI images. A number of studies

have proposed segmenting aortic structures in medical images, but very few stud-

ies have concentrated on segmenting the aortic root. The majority of studies in

the literature have segmented the aortic root as part of a larger segmentation

procedure, [64,72,100,262,288], and most have proposed model-based approaches

for this purpose, e.g. [100, 262, 288]. There are non-model-based techniques, but

they may easily fail to detect the boundary between the aortic root and the left

ventricular output tract (LVOT) due to image noise and calcifications [285, 288].

Model-based approaches intrinsically have some restriction on the shape space,

making it more likely to delineate the weak boundary. The remainder of this dis-

cussion focusses on model-based approaches.

Waechter et al. [262] proposed an automatic segmentation method that first de-

tects cardiac objects using a generalised Hough transform [116]. This was followed

with deforming an initial mesh by formulating an energy function that included

a data term based on image appearance and a curvature cost. While they report

an extremely low mesh error compared to others in the literature, details of the

image resolutions [288] and the complexity of the deformation approach [72] was

not reported. In addition, detecting and localising complex anatomical structures,

such as the aortic root, with poor image quality using Hough transform in 3D is

not only error prone but also computationally expensive due to it’s voting sys-

tem [238]. Bruijne et al. [64] adapted the popular active shape model (ASM) to

segment tubular aortic structures. Although the reported mesh error was low, the

aortic root was not part of the segmented area in this study. Furthermore, the

pose of the initial shape had to be manually placed before segmentation could

take place. Elattar et al. [72] applied a 3D normalised cut to segment the aor-

tic root and ascending aorta. Their method produced a low mesh error, however

the method was evaluated on a small number of images and 3D graph-cut based

methods are computationally expensive.

Notably, recent work by Zheng et al. [288] introduces an aortic root segmen-
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tation method that is automatic and efficient. The authors proposed a marginal

space learning (MSL) technique to drastically reduce the computational burden of

3D exhaustive search of similarity transform with 9-degree freedom. The position,

orientation, and anisotropic scale estimations are carried out incrementally, which

leads to sub-optimal solutions but allows efficient search in a much denser compu-

tational grid that is otherwise not possible with exhaustive search. The initialised

mesh template is then deformed using a learning-based boundary detector and

generic mesh smoothing in an iterative process. Grbic et al. [100] adapted this

work to segment valvular heart apparatus in 4D. MSL was used for localisation

and a multi-linear active shape model, which decomposes the shape space into

temporal and spatial components, was used to carry out non-rigid deformation.

Both of these methods were very efficient and produced good segmentation results

in very little time, however both studies used very large datasets to complete their

experiments. Zheng et al. worked with 319 images while Grbic et al. carefully

chose their images from an initial dataset of 640 images, making an attempt to

recreate these results impractical.

Furthermore, the deformation method in [288] is simplistic and requires the

mesh template to be very close to the object of interest after rigid deformation.

The movements of individual vertices on the mesh is independent at the non-rigid

deformation stage, which can result in highly faceted and unregularised mesh

surfaces. Active shape models using high-level constraints defined on a coarse

computational mesh can alleviate this problem. However it is predicted that too

much reliance on such constraints is often too restrictive for pathological organs,

and as is demonstrated in this chapter, it does not allow necessary movement for

aortic root segmentation. The challenge therefore is to;

• Develop an efficient deformable modelling framework which provides enough

flexibility to converge at difficult boundaries, but also to ensure enough

surface regularisation to yield a smooth aortic root mesh.

• Develop a framework with a realistic training set, as often 300 ∼ 700 training

images, as has previously been used [100,288], is impractical.
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4.2 Contribution & Overview

In this chapter a fully-automatic, image-driven framework to segment the aortic

root in 3D cardiac CT images is proposed. The marginal space learning (MSL)

method by Zheng et al. [285, 288] is adopted to efficiently detect and localise the

aortic root at natural voxel resolution. Learning-based boundary descriptors are

used to drive a free-form-deformation (FFD) with B-spline mesh regularisation.

This allows large mesh deformations which is carried out non-iteratively whilst

maintaining its mesh regularity, followed by a prior based regularisation using a

statistical shape model with thin-plate-spline warping. The proposed framework

also allows refined local adjustment to provide flexibility in shape modelling. It

is shown that the proposed framework is not only more efficient but also more

accurate in segmenting complex anatomical structures with ambiguous image ap-

pearance.

Two implementations of the framework is presented. A first attempt at its im-

plementation is closely related to the method proposed by Zheng et al. [285,288].

However effort is made to maintain a more regularised mesh surface by intro-

ducing B-spline mesh regularisation, and alternative features and classification

algorithms are used for both MSL and boundary detection. The aim of this is to

make the method more computationally efficient compared to [288] by extracting

less features and using random forests (RFs). As such, this implementation is

referred to as implementation with random forests, and uses hand-crafted compo-

nents for object (RF-MSL) and boundary (RF-BD) detection, as well as manual

SSM generation.

This implementation concentrates on developing an efficient process at the

testing stage. However, such models require extensive preparation before the seg-

mentation process can begin. For example statistical shape models often need ad-

ditional manual labelling before their construction, which is both labour intensive

and time consuming. In addition, image features are often manually hand-crafted

and identified for both boundary detection and pose estimation. Extracting such

suitable features is also work intensive, and is often a case of manual trial and

error. Another implementation of the proposed framework is therefore presented,
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with the emphasis on reducing model training time.

The second implementation, referred to as implementation with neural net-

works, uses non-hand-crafted components for both classification and statistical

model preparation. This is done by eliminating further manual labelling, through

developing an automatic method for identifying landmark correspondences across

training shapes. In addition, deep learning-based classification is used for both

boundary detection (NN-BD) and pose estimation (NN-MSL), eliminating the

need for hand-crafting features. Furthermore, by replacing the RF learning com-

ponents with NN, preparation time is not only saved, but features are learned

rather than manually chosen, potentially developing better descriptions for classi-

fication.

Section (4.4) describes the overall framework used by both implementations,

which are described in Sections (4.5) and (4.6), respectively.

4.3 Dataset

To fully prepare for the TAVI procedure, high quality CT images of the aortic

root and aorta are necessary for pre-planning. Once a patient is deemed suitable

for the procedure by a cardiologist, clinical staff use cardiac CT images to choose

which approach to take, and to decide the size and positioning of the prosthetic

valve [93]. Often, cardiac CT imaging has a general acquisition protocol, where

the objective is to generate an image of as high a quality as possible of the entire

cardiac region. However, as the aortic root and valve are such small structures,

slightly different protocols are followed for imaging the aortic region specifically

for TAVI pre-planning. This is done by adjusting radiation exposures and acqui-

sition timing. Large datasets have previously been collected and used for medical

image analysis [100, 288], however such studies have been carried out by private

companies, and the data is not readily available. To our knowledge no public

dataset is available where cardiac CT images have been collected specifically to

image the aortic root for the TAVI procedure. As such, a dataset was collected in

order to test the proposed implementations in this chapter.
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Forty six (46) TAVI CT images were collected in collaboration with cardi-

ologists at the Plymouth Hospitals NHS Trust, UK. Of these, 10 were deemed

unusable due to inaccurate image acquisition timing, or inconsistent contrast

agent distribution, making the aortic root highly obscured. As such 36 image

volumes were used throughout the work in this chapter. Each 3D image was of

size 512×512× (500 ∼ 800), and the voxel size was 0.48mm×0.48mm×0.62mm.

In order to ensure that the valve hinges were clearly seen, multi-planar rotation

software was used during image labelling to try and get the best view. Extensive

labelling was carried out on all 36 image volumes, with the aortic root, ascending

aorta and aortic arch labelled on all slices in which they appeared. From these la-

bels, binary volumes were generated, and 3D triangular meshes were subsequently

generated using the marching cubes algorithm.

4.4 Image-Driven Segmentation Framework

The proposed deformable modelling framework consists of aligning an initial mesh

with an initial aortic root pose estimation, before deforming the mesh towards the

object boundary in the image. The initial mesh is the median aortic root mesh

from the training set. The estimation of the aortic root pose can be considered

as an object detection problem, where the position, orientation, and anisotropic

scale parameters need to be determined. An MSL object detection technique [285]

is implemented for this purpose (Section 4.4.1).

Once the initial mesh is aligned with the estimated pose, a two-stage mesh

deformation method is carried out: non-iterative boundary segmentation followed

by iterative boundary refinement. The initial non-iterative process consists of de-

formable segmentation (Section 4.4.2), which employs a learning-based boundary

detector to deform the mesh towards the object boundary, followed by a B-spline-

based mesh regularisation technique. Mesh deformations can be large here by

defining large boundary detector search paths. This is followed by SSM based reg-

ularisation with thin-plate-spline warping (Section 4.4.3), which makes the process

capable of large movements without introducing mesh irregularities. The combi-
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Figure 4.1: Overview of the proposed automatic aortic root segmentation at the

testing stage.

nation of these two processes can be considered as an initial segmentation process.

Following initial segmentation, the mesh vertices are locally refined towards

the boundary in an iterative fashion to obtain final segmentation. This process

involves repeating the deformable segmentation technique (Section 4.4.2) until de-

formation convergence or the maximum number of iterations is reached. As this

process is only finely adjusting the mesh vertices, the boundary detector search

path is much smaller here, and decreases with every iteration. The SSM with TPS

warping is omitted from this iterative process. Including it would essentially make

this an ASM-based method, however it is envisaged that applying strong shape

constraints on every iteration may be too restrictive in allowing the mesh to reach

the true boundary.

Finally, a generic mesh smoothing technique is used to smooth the mesh surface

following the iterative local refinement. The technique proposed by Taubin [248],

uses a low-pass filter which removes high curvature variations in the mesh, and is

well suited to smoothing faceted mesh faces. Figure 4.1 outlines the steps taken

at the testing stage for the automatic segmentation method.

The remainder of this section is as follows. Section (4.4.1) describes the auto-

matic pose estimation with MSL. Section (4.4.2) describes the deformable segmen-

tation technique which is used at both the initial segmentation and local refinement

stages. Finally Section (4.4.3) describes the application of shape constraints with

SSM.
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4.4.1 Marginal Space Learning

The estimation of many pose parameters is often necessary for object detection.

In 2D cases for example there may be two parameters for position (x, y), one

for orientation θ, and two for scale (Sx, Sy). Conventional exhaustive parameter

search comprises of searching every possible combination of position, orientation

and scale hypotheses for the desired object, which can be sufficient in 2D. De-

tection in such cases is often formulated as a classification problem, where the

object is either within the patch aligned with a test hypothesis, or not. In 3D

however the number of pose parameters increases, for example there may be three

for position (x, y, z), three Euler angles for orientation (ω, φ, θ), and three for local

scale (Sx, Sy, Sz). As a result, to exhaustively search all pose combinations in a

single high-dimensional space Ψ is computationally impractical. For example in

3D medical volumes, 9n hypothesis need to be evaluated, where n is the number

of positions to be tested, often in a 5123 volume. Marginal-space-learning (MSL)

is an object detection approach for efficiently testing 3D pose hypotheses which

significantly reduces computation compared to exhaustive search. First proposed

by Zheng et al. [285], it has successfully been applied to detecting organs in med-

ical images, and in particular to the aortic root in CT images [100,288].

Most anatomical structures have some natural alignment (i.e. the aortic root

is always near the left ventricle), therefore it can be observed that the probability

distribution is clustered in a small region of Ψ. The idea of MSL is that the full

similarity search space can be marginalised;

Ψa ⊂ Ψab ⊂ Ψabc = Ψ (4.1)

where Ψa is the position search space, Ψab is the position-orientation space, and

Ψabc is the position-orientation-scale space. Assuming some natural alignment, it

is assumed that the optimal pose hypothesis Π is contained within the highest

probability hypotheses of all marginal spaces, such that;

Π = Πabc ⊂ Πab ⊂ Πa (4.2)

For illustration, consider a 2D search space as illustrated in Figure 4.2 (a). Here

it can be seen that the hypotheses Πa with the highest detection probability p(Ψa)
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(a)

(b)

Figure 4.2: a) An illustration of MSL searching in 2D. b) An illustration of 3D

MSL. Conventionally Ca is the position estimator which finds high scoring (x, y, z)

hypotheses, Πa. Cab finds the highest scoring (x, y, z, ω, φ, θ) hypotheses Πab, and

finally Cabc finds the highest scoring (x, y, z, ω, φ, θ, Sx, Sy, Sz) hypothesis Πabc.

in Ψa are clustered in region 2. When finding the highest scoring hypotheses Πab

based on the joint probability p(Ψa,Ψb), it now becomes obvious that considering

hypotheses in regions 1 and 3 become unnecessary, wasting valuable computation

and time. Therefore by searching in marginal space Ψa first, the vast majority of

high-dimensional hypotheses can be eliminated.

In 3D it is assumed that three separate pose classifiers can be used for object

detection, instead of a single unified one used in exhaustive search. Given the

three marginal spaces in (4.1), three classifiers Ca, Cab and Cabc can be trained.

At the testing stage Ca can eliminate the vast majority of false hypotheses in

Ψa, leaving high probability hypotheses Πa. These are then passed through Cab
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to leave Πab, which are subsequently passed through Cabc to leave Πabc = Π. A

schematic diagram is shown in Figure 4.2(b). In reality the last stage is an exhaus-

tive search but with very few hypotheses to evaluate. MSL therefore dramatically

alleviates the high computation needed for exhaustive search by significantly re-

ducing the number of high-dimensional hypotheses to test. Furthermore, MSL has

been shown to reduce the number of test hypotheses by 106 [285].

For this reason, an MSL parameter search approach is implemented for the

aortic root detection problem. The efficiency is increased further by training just

two MSL classifiers rather than three, and reducing the number of features used

for the two classifiers. A position estimator Ca tests all position hypotheses in

the volume. The highest scoring (x, y, z) hypotheses Πa are then passed through

a position-orientation estimator Cab. In this implementation the highest scoring

(x, y, z, ω, φ, θ) hypothesis is then taken as the position-orientation result. Fi-

nally for simplicity the mean local scale of the training meshes is used to yield

a 9-element pose estimation vector (x, y, z, ω, φ, θ, Sx, Sy, Sz). This assumption is

made as there is a relatively low variance in scale amongst the training shapes. A

schematic diagram of the MSL pipeline is shown in Figure 4.3.

Figure 4.3: A schematic illustration of the 3D MSL implementation. The high-

est scoring (x, y, z) hypotheses Πa is obtained from Ca, and the highest scoring

(x, y, z, ω, φ, θ) hypothesis Πab is obtained from Cab. For efficiency the mean lo-

cal scale of the training set is included to complete the full-similarity estimation

(x, y, z, ω, φ, θ, Sx, Sy, Sz).

During training, a positive hypothesis must satisfy the following condition for
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all k parameters;

|Pk − P t
k|/Sk ≤ 1∀k (4.3)

where Pk is a single pose parameter hypothesis, P t
k is its corresponding ground

truth, and Sk is the corresponding parameter search step. For the position esti-

mator, P = (x, y, z), P t = (xt, yt, zt), and S = (1, 1, 1) voxels. For the position-

orientation estimator, P = (x, y, z, ω, φ, θ), P t = (xt, yt, zt, ωt, φt, θt), and S =

(1, 1, 1, 10◦, 10◦, 10◦).

4.4.2 Deformable Segmentation

A learning-based boundary detector is applied to localise the aortic root boundary.

Once the initial mesh is aligned with the estimated pose, the mesh vertices must be

adjusted to fit the object boundary. To avoid vertex entanglement, a search path

is defined along the surface normal direction for each vertex. The path coordinate

that has the strongest boundary response is then taken as the new vertex position.

After boundary detection, we have a set of original mesh vertices V , and a

new set of vertex positions V ′ that are on the boundary. Due to the length of

the search path and image noise, it is possible that a vertex may have found an

optimal boundary response further down the search path than its neighbouring

vertex. This can lead to vertices crossing over, resulting in tangled and overlapping

mesh faces. To address this problem, a B-spline based mesh regularisation method

is proposed which estimates a non-rigid transformation between V and V ′ before

performing a free-form-deformation (FFD) [225] on V to fit V ′.

The FFD is estimated by warping an underlying voxel lattice controlled by a

set of control points which act as parameters of a B-spline. The control points are

defined as φhi,j,k of size nx × ny × nz, which are separated by δ, and the FFD is

formulated as follows;

T (x, y, z) =
3∑
l=0

3∑
m=0

3∑
n=0

Bl(u)Bm(v)Bn(w)φi+l,j+m,k+n (4.4)

where Bl represents the lth basis function of the B-spline. The voxel lattice posi-

tions are i = bx/nxc− 1, j = by/nyc− 1, and k = bz/nzc− 1. u = x/nx−bx/nxc,
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v = y/ny − by/nyc, and w = z/nz − bz/nzc are the fractional positions along the

lattice [146,216].

The control point spacing δ has a direct influence on the degrees of freedom

allowed for the B-spline. A low δ value results in a more localised deformation,

raising the potential for V to deform more closely to V ′, leaving tangled mesh

edges still. A high δ value allows a more global deformation as the control points

are more sparsely spread, reducing the chances of tangling the mesh edges, but

resulting in V deforming further away from the boundary. A trade-off must be

found to allow V to deform as close to the boundary positions as possible, V ′,

without overlapping each other.

In addition, the non-rigid transformation is estimated in a multi-resolution

procedure which is expressed as a summation of FFDs at multiple resolutions

H [146,216].

TH(x, y, z) =
H∑
h=1

T h(x, y, z) (4.5)

At each mesh resolution h, the voxel lattice is warped by moving the set of

control points φhi,j,k which is consequential of δh, computed as;

δh = δ0/2
h (4.6)

where δ0 is the original control point spacing and h is the resolution level. The

B-spline parameters φhi,j,k, are then optimised using gradient descent [237], formu-

lated as

E(φ) = Es(V
′, V ) + ϕEr(T ), (4.7)

where Er is a smoothness cost and ϕ is a constant that defines the contribution

of the smoothness term. Es is a similarity metric, which is a sum-of-squared-

difference (SSD) metric between V and V ′, such that;

Es(V
′, V ) =

1

n

∑
(V ′ − T (V ))2 (4.8)

Where n is the number of vertices in V , and T (V ) is the deformed initial mesh.

For these experiments the number of mesh resolutions during transformation esti-

mation is set as H = 3, and the FFD control point spacing δ0 = 10. An example

of the effect of the mesh regularisation is shown if Figure 4.4.
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(a) (b) (c)

Figure 4.4: a) Original mesh with vertices V . b) Deformed mesh after boundary

detection, with vertices V ′. c) Deformed mesh after boundary detection and mesh

regularisation.

4.4.3 SSM & Shape Constraints

Having performed mesh deformations that are capable of large movements, the

shape space needs to be constrained so that any deformation is consistent with the

shapes in the training set. Applying constraints based on statistical-shape-models

(SSMs) is a popular approach to provide prior shape knowledge to a deforming

model, and was first proposed by Cootes et al. with active-shape-models [53]. It is

believed that an SSM built with a complete set of vertices may be too restrictive

during mesh deformation, however too few number of correspondences may not

adequately describe the shape. Therefore an SSM with a corresponding subset

of mesh vertices called fiducial points, is built here. The SSM is built and the

constraints are applied consistent with Cootes et al. [52, 53] , however it is worth

noting that the constraints are not applied in an iterative fashion, unlike ASM.

To generate a 3D SSM, a set of n corresponding landmark points are obtained

across a training set of meshes. A set of 3D point coordinates on a single mesh

can be expressed as;

υs = (x1, x2, . . . , xn, y1, y2, . . . , yn, z1, z2, . . . , zn)T (4.9)

S such corresponding vectors are also obtained across S training meshes, yield-
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ing a 3n × S matrix Υ, on which principal component analysis (PCA) [123] is

applied. This yields a set of mean points ῡ, as well as a set of eigenvectors P

from the covariance matrix and their corresponding eigenvalues λ. P describes

the modes of variation between the sets of points υs in Υ, and λ corresponds to

their variance. In an attempt to reduce the noise in the variations in Υ, only eigen-

vectors which show up to 98% variance are kept. This yields a set of eigenvectors

P = (p1|p2| . . . |pt) and a corresponding set of eigenvalues λ = (λ1, λ2, . . . , λt).

These parameters along with ῡ are the main components of the SSM which are

used to apply the shape constraints.

To apply the shape constraints after deformable segmentation, the mesh’s cor-

responding (x, y, z) fiducial points are rearranged such that;

υ = (x1, x2, . . . , xn, y1, y2, . . . , yn, z1, z2, . . . , zn)T (4.10)

Using the SSM parameters, this can be represented as a set of deformable model

parameters b = (b1, b2, . . . , bt), which is formulated as;

b = P T (υ − ῡ) (4.11)

Therefore by adjusting the values of elements in b it is possible to adjust the

positions of υ. The variance of each element in b = (b1, b2, . . . , bt) is given by

the corresponding elements in λ = (λ1, λ2, . . . , λt). As a result by adjusting every

element of b so that they do not exceed a limit of;

bimax = m
√
λi (4.12)

where m = 3, the model parameters become similar to the model parameters of

the shapes in the training set. This yields a new set of parameters b′. Finally,

the constraints placed on b can be translated to constraints on the coordinates υ

using;

υ′ = ῡ + Pb′ (4.13)

After applying the SSM shape constraints, only the fiducial points υ are curbed

to υ′, therefore a further process is required to adjust the remaining vertices ap-

propriately. Thin-plate-spline (TPS) warping [21] allows surface interpolation de-

pending on the physical bending energy of a thin metal plate, whilst keeping
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certain nodes fixed in location. This makes it ideal for fixing the adjusted fiducial

points in place while interpolating the remaining vertices around them. Using SSM

constraints in conjunction with TPS effectively allows shape constraint application

to the entire mesh.

4.5 Implementation with Random Forests

The framework uses components such as MSL and learning-based boundary de-

tection which are closely related to Zheng et al. [285]. However, the number of

features extracted from the MSL position estimator, position-orientation estima-

tor, and the boundary detector are very large. This makes feature extraction not

only time and computationally consuming at the training stage, but crucially also

at the testing stage. Furthermore, boosting algorithms are also used for classi-

fication in these components, which can be another computationally consuming

processes.

Given that the ultimate goal of deformable modelling is to produce accurate

segmentation results in real-time, in this section the aim is to make these compo-

nents more computationally efficient. Features are specifically chosen so that the

feature vector length is dramatically reduced compared to Zheng et al. [288], and

random forest algorithms are used for classification.

4.5.1 Pose Estimation: RF-MSL

Conventional MSL implementations [100,285,288] extract exhaustive wavelet-like

Haar features [261] for the position estimator and is trained with a boosting al-

gorithm [257]. Similarly, thousands of steerable features have been extracted for

the position-orientation estimator [285]. Such feature extraction however can pro-

duce a feature vector length of hundreds of thousands due to the large patch size

which should be similar to the global scale of the desired object, making feature

extraction impractical and inefficient. The proposed implementation attempts to

increase efficiency by significantly reducing the number of features, and to train

the estimators using random forests (RFs). This is referred to as RF-MSL.
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Figure 4.5: Left: Example 3D Haar features (adapted from [126]). Right example

SHOG features maps around the aortic root.

For the position estimator, coarse Haar features at a number of scales rang-

ing in size between 0.25-3 times the mean global scale of the training meshes

(Sxgt , Sy
g
t , Sz

g
t ), are extracted. These are centred at the position hypothesis, and

incorporate large appearance differences around the root, as well as local appear-

ance. Using these features alone is sufficient for finding the tubular structure

of the aorta, however additional features are required to successfully detect the

aortic root. For this purpose, 3D spherical HOG (SHOG) features [160, 235] are

extracted, which highlight areas of high curvature. These areas are heavily present

around the aortic hinges in the root, and are not present along the tubular struc-

tures of the ascending aorta and aortic arch. An illustration of such features are

shown in Figure 4.5. This makes these features substantially more discrimina-

tive with regards to the aortic root. A total of 358 features are extracted for the

position estimator.

Similarly, coarse Haar and SHOG features are also extracted for the position-

orientation estimator. However, whereas the position estimator features are ex-

tracted from a large patch aligned with the global axes, the position-orientation

estimator features are extracted from a patch aligned with the orientation hy-

pothesis. As the detailed region of the root has already been identified from the

previous estimator, even coarser features are extracted to estimate its orientation,

which takes into consideration the direction of large structures such as the ascend-

ing aorta and aortic arch. To this end, a total of 63 corse features are extracted.

Both estimators are trained with random forests due to its ability to handle a

large number of training samples, and that parameter tuning is straightforward,
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essentially meaning that it works “out of the box”. In addition, boosting algo-

rithms tend to be time consuming and computationally expensive to train. Both

RF-MSL classifiers were trained with a positive/negative sample ratio of 1
5
, with

all possible positive samples (i.e object) samples being used. Both random forests

were trained with 200 trees, which yielded an output voting score for each test

sample.

To evaluate the performance of the pose estimation, the Euclidean distances

of the (x, y, z) voxel coordinates between the ground truth and estimation was

computed. This produced an average error of 5.6± 2.9 voxels. Similarly the mean

absolute difference of the (ω, φ, θ) Euler angles were computed. This produced an

average error of 13.8 degrees.

4.5.2 Boundary Detection: RF-BD

An increase in efficiency is attempted for the aortic root boundary detector com-

pared to previous implementations [100, 288] by extracting just one 2-rectangle

Haar feature [261], and using random forest classification. This is referred to as

RF-BD.

The vertex normals can be straightforwardly determined from the mesh, there-

fore the Haar templates can be aligned with the normal direction. As a positive

sample is a ground truth vertex sitting on the object boundary, one rectangle

box will be inside the object whilst the other will be outside, yielding an optimal

boundary response. This feature, along with the mean intensity of each rectangle

yields a total of just three features.

The Haar feature is extracted at a small scale, with the feature being 3× 3× 3

voxels in size. The reason for extracting a Haar feature of such a small size is that

in many instances, the boundaries of the hinges of the aortic root and the left

ventricular output tract (LVOT) are highly diffused. Furthermore if the LVOT is

filled with blood flow, the boundaries may be within extremely close proximity to

one another. However this is not the case in all image instances, and is dependent

on whether the image was taken during cardiac systole or diastole. As a result if
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larger patches are extracted there is a high likelihood that many boundary patches

may be inconsistent, making training a more difficult challenge. Extracting small

patches aims to alleviate this problem.

RF was used to train the detector for the reason that it is easy to tune, and can

easily handle a large number of training samples. The detector was trained with

100,000 training samples and 200 trees, which produced a detector with boundary

sensitivity of 54.5% and specificity of 88.4%. Low boundary sensitivity would be

expected as detecting the boundary between the aortic hinges and the left ven-

tricular output tract is a difficult challenge. The blood flow between the aortic

valve and the left ventricle makes this region highly diffused, therefore it is ex-

pected that boundary classification errors would be seen here. The specificity is

high, meaning that the majority of non-boundary voxels were correctly classified.

Furthermore, the vast majority of false-positive classifications (i.e incorrectly clas-

sified non-boundary voxels) were in close proximity to boundary ground truth,

with a mean Euclidean distance of 5.1 voxels. A histogram is shown in Figure

4.6 of the false-positive counts versus the Euclidean distance between the false-

positive voxel and its nearest ground truth boundary voxel. As a result the RF-BD

is sufficient for this framework, where additional components such as shape and

mesh regularisation are employed to help the segmentation.

4.5.3 Manual Correspondence for SSM

To generate a SSM, a set of corresponding surface points were manually labelled

on all meshes in the training set. This essentially follows exactly the same process

used for labelling the initial landmark points in Chapter 3. Each training mesh

is labelled with 10 landmarks on distinctive anatomical features, and a further 60

points were interpolated between them to yield 70 corresponding fiducial points

across all meshes. Figure 3.2 (Chapter 3) illustrates this.
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Figure 4.6: Histogram of nearest neighbour distances with RF-BD.

4.6 Implementation with Neural Networks

In the previous Section (4.5), the aim was to implement an efficient deformable

modelling framework which accurately delineates the image boundary while main-

taining a regularised mesh surface. However, supervised automatic 3D deformable

modelling is not only computationally demanding during testing, but it is also

labour intensive in preparing training data. Parameters for effective model reg-

ularisation as well as useful feature extraction are chosen carefully depending on

the application, which can be extremely time consuming. In this Section the aim

is to alleviate the burden of lengthy training processes and excessive manual work,

using the same general deformable modelling framework as was previously used.

The challenges involved with accelerating model preparation and reducing manual

work is three-fold. 1) Building an SSM often requires manual labelling for iden-
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tifying landmark correspondences across the training set. 2) Potentially complex

features capable of estimating object position and orientation are often manually

hand-crafted. 3) Boundary features are also often hand-picked, resulting in time-

consuming processes.

Model regularisation regularly requires building a statistical model [53] which

often demands additional manual labelling. As was outlined in Chapter 3, appro-

priate automatic solutions to building statistical models are not well reported in

the literature. However the technique used in Chapter 3 is used for this purpose

here, which eliminates the need for additional manual labelling.

Similarly, choosing optimised discriminative features for both object and bound-

ary detection can be excessively lengthy processes. Selecting appropriate features

for both the pose estimation classifiers as well as the boundary detector can be

challenging as feature type, orientation and scale must be considered, and patho-

logical structures often look significantly different to each other. The argument

here is that deep learning based approaches should be adopted.

Deep-learning algorithms are popular alternatives as they are capable of learn-

ing features by combining inputs and adjusting their importance [143]. Recently

there has been tremendous work in their application to medical image analy-

sis [122], and in particular CNNs for anatomical organ detection [233]. Given

that the appearance of local pathological structures significantly varies, global

structures are often just as important for detection as local structures. However

incorporating them requires training with large patches, which makes applying

CNNs to 3D medical data computationally impractical. Instead it is proposed

that deep learning is used by combining NNs with novel multi-resolution pooling

to learn features from raw intensities, without the need for convolution operations.

This reduces the number of network inputs, simplifying the network so that the

number of weighting parameters to be optimised is dramatically decreased. This

is integrated with MSL, which not only eliminates the burden of defining hand-

crafted features during training, but it also significantly reduces the number of

pose hypotheses at the testing stage. This is referred to as NN-MSL.
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Related work in this area has been carried out by Ghesu et al. [94], who com-

bined deep learning with MSL for object detection in ultrasound images. Their

method is referred to as marginal-space-deep-learning (MSDL), and raw intensity

features are inputted into a large neural network for feature learning. It is envis-

aged that intensity information is required from both large-scale global structures,

as well as smaller, more local structures for aortic root detection, yielding a large

number of network input nodes. Such an approach has a major challenge to over-

come however. That is how to reduce the number of parameters to optimise in

order to accelerate the NN training process? Notably, Ghesu et al. [94] use an

additional learning cascade for network simplification, which aims to reduce the

number of nodes in the network. However despite this, their MSDL networks are

still very large, with over 1.2 million parameter weights and biases needing to be

optimised, from 5832 inputs for sufficient performance. It is therefore assumed

that such large network architectures are very time consuming during training.

To remedy this, multi-resolution pooling is proposed here, which incorporates in-

formation from both global and local structures. The proposed NN-MSL has a

combined total of ∼43,000 parameters from 387 inputs, which is ∼30 times less

than MSDL. The proposed architectures therefore requires significantly less com-

putation and dramatically speeds up the training time.

Therefore in this section an automatic deformable modelling technique is pre-

sented that applies efficient deep learning algorithms and low level regularisation

to avoid over-constraint and ensure adaptability. The work differs from the pre-

vious section in three ways; 1) MSL is adapted by training NNs (NN-MSL) with

multi-resolution pooling capable of learning useful features; 2) a NN is also used

for boundary detection (NN-BD) which learns features capable of discriminating

between boundary and non-boundary voxels; 3) The time to generate an SSM is

significantly reduced by automatically finding point correspondences across the

training set.
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4.6.1 Pose Estimation: NN-MSL

Given that pathological anatomical structures can significantly vary in appearance,

defining hand-crafted features suitable for detection can be difficult. Deep-learning

algorithms are employed to train the MSL classifiers as they are capable of learning

features from a set of raw voxel intensities.

Global structures such as lungs and heart chambers are important for distin-

guishing between different valve-like structures such as the aortic and pulmonary

valves. However extracting large patch intensities leads to large feature vectors,

making the process computationally expensive. Sampling at lower resolutions

eases this at the risk of losing local structures highlighting the valve in the first

instance. To avoid this, multi-resolution pooling on an irregular grid is introduced.

Given a large patch of intensities, multi-resolution pooling decreases in resolution

from the centre out. This leaves dense patch coordinates at the centre and in-

creasingly sparse coordinates towards the perimeter, yielding an irregular grid,

making convolution operations, and therefore CNNs infeasible. As a result the

NNs used here are built as follows. 1) Intensities from large patches correspond

to the network inputs; 2) Multi-resolution pooling, yields a significantly reduced

feature vector on an irregular grid; 3) Pooled patch values are fed into several

fully-connected layers. An example is shown in Fig.4.7.

Multilayer NNs are composed of layers where nodes in adjacent layers are linked

together with weighted connections [103, 143]. Node i in layer k is connected to

node j in layer k + 1 by weight wkji, and is given a bias term bk+1
j . The activation

of a node at layer k is computed and used as an input for the nodes in layer k+ 1,

and is repeated until the output activations are computed. An activation ak+1
j is

computed by calculating the weighted sum of the node’s inputs, and passing it

through a sigmoid function f , formulated as

ak+1
j = f(bk+1

j +
∑
i=1

µkiw
k
ji) (4.14)

where µki is the node’s input. The network therefore fits a function to a su-

pervised output, where wkji and bk+1
j are optimised using the Levenberg-Marquardt
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Figure 4.7: Illustration of proposed multi-layer NN with multi-resolution pooling.

[152, 171] and back-propagation [218] algorithms, meaning the network is capable

of learning useful features. Increasing the number of nodes in a layer increases the

number that can be combined for a node in the next layer. Increasing the number

of layers in the network increases the complexity of node combinations, leading to

ever abstract features. Too few layers, and nodes in layers can lead to a network

that is too generalised, whereas too many can easily lead to overfitting the data.

A balance between the two must be found depending on the data used and its

application.

The NN-MSL position estimator consisted of a patch size 3 times the mean

global scale, and was pooled at resolutions of [1
8
, 1

40
, 1

56
] times the original resolu-

tion. This yielded 387 inputs. The NN had 3 hidden layers of [50, 25, 10] nodes,

and samples were selected with an object/non-object ratio of 1
50

. This resulted in

a mean position estimation error of 12.2 ± 4.2 voxels at full resolution. Position-

orientation inputs were taken from a patch 4 times the size of the mean local scale

and pooled at resolutions of [1
8
, 1

40
, 1

96
], yielding ∼ 500 inputs. Two layers of [50, 25]

nodes were used with an object/non-object ratio of 1
25

. Its mean error was 15.4

degrees, equating to ∼ 1.5 search steps. The number of layers in each network

were selected to ensure sufficiently abstract features were learned.
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4.6.2 Boundary Detection: NN-BD

Learning-based boundary detectors have been implemented for detecting the aortic

root boundary using hand-crafted features [285,288], however efficiently determin-

ing such features can also be challenging. Here a NN similar to the that in Section

(4.6.1) is used. The NN-BD learns features from a set of intensities of a local

patch centred at the search path coordinate, and aligned with the direction of the

path. For similar reasons to the RF-BD in Section (4.5.2), it is necessary for a

small local patch to be extracted here. The blood flow between the aortic valve

and the left ventricle is inconsistent across the image instances, therefore a small

patch highlighting the narrow boundary must be used.

Convolutional neural networks (CNNs) are highly suitable for image classifi-

cation [143,206,220] as the features learned here are spatially invariant. However,

to perform convolution at possibly multiple layers, the original image (local patch

in this case) must be of sufficient size, as the layer output decreases with every

convolutional operator. Given that a small local patch is necessary in this case, it

is infeasible to design a conventional CNN with multiple convolutional layers, and

designing such a network is out of the scope of this thesis. To this end, a NN is

used where features are learned from nodes that are spatially variant.

The NN input nodes therefore corresponded to intensities that were extracted

from a 3× 3× 3 local patch, which corresponds to 27 nodes. This is followed by a

single hidden layer of 10 nodes which was sufficient for boundary detection. The

network was trained with an equal boundary/non-boundary ratio and trained with

a total of 50,000 samples. This resulted in a detector with boundary sensitivity

of 66.2%, and sensitivity of 86.5%. In a similar fashion to the RF-BD (Section

(4.5.2)), the vast majority of false-positive classifications were in close proximity

to the boundary ground truth, with the mean Euclidean distance being 4.1 voxels.

This is illustrated in figure 4.8 which shows the false-positive count versus the dis-

tance from their nearest neighbour boundary ground truth voxel. Given that this

region is diffused and that shape constraints are employed within the framework

to help segmentation, this boundary detector was sufficient.
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Figure 4.8: Histogram of nearest neighbour distances with NN-BD.

4.6.3 Automatic Correspondence for SSM

To significantly reduce manual work and training time, point correspondences

are automatically found across the training set using the technique presented in

Chapter 3. Rather than manually labelling correspondences on all training meshes,

strategically placed fiducial points are labelled on the surface of a single target

mesh from the training set, which are then propagated across the remaining meshes

in the set.

A target mesh Mt = (Vt, Et, Ft) with |Vt| = n vertices is randomly selected

from the training set, and a subset of m = 70 vertices, called fiducial points, are

labelled such that Pt ⊂ Vt, and m << n. All other meshes in the set are regarded

as source meshes, such that Ms = (Vs, Es, Fs) where |Vs| = p, and n 6= p. The aim

115



4. Aortic Root Segmentation

now is to find a subset of m vertices Ps ⊂ Vs, that are correspondent with Pt.

As is described in Chapter 3, this is based on the assumption that finding

correspondences between two shapes becomes much easier if the shapes are sim-

ilar to each other. Therefore a transformation is applied T (x, y, z) : Ms 7→ Mt,

consisting of global Tg(x, y, z) and local Tl(x, y, z) transformations. Tg globally

aligns both meshes and is formulated as an affine transformation from ground

truth vectors. Tl then takes into account the local differences in shape, and is esti-

mated using equations (3.4), (3.5), (3.6), (3.7) and (3.8). This time the similarity

metric E(Vt, Tl(Vs)) is measured as between all vertices in both meshes. Then for

every point in Pt its nearest neighbour based on Euclidean distance is found in

V ′s , resulting in P ′s. Finally, applying T−1
l to P ′s yields Ps.

4.7 Comparative Analysis and Results

(a) Proposed Framework

(b) Modified ASM [53]

(c) Zheng et al. [285] Method

Figure 4.9: Comparison study pipelines.

For comparison, two additional approaches were implemented and tested on

the same dataset. Firstly a modified ASM approach was implemented. This en-
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abled the comparison between the proposed framework, which only applied shape

constraints once after initial segmentation, and ASM which applied constraints

iteratively. In addition, a state-of-the-art deformable modelling approach [285]

was implemented, which allowed comparison between introducing some mesh reg-

ularisation, and an approach with no regularisation at all. Schematic diagrams of

the proposed framework alongside the comparison studies are shown in Figure 4.9.

ASM with a learning-based boundary detector would conventionally be imple-

mented with an iterative process of boundary detection followed by shape con-

straint [53]. However applying ASM in a conventional manner for this dataset led

to severe entanglement due to the complexity of the meshes and image noise. As

a result, for fair comparison it was decided to include the B-spline mesh regular-

isation and TPS warping in a modified implementation of ASM. This essentially

became an iterative process of the deformable segmentation component as pre-

sented in Section (4.4.2), and SSM with TPS as presented in Section (4.4.3).

Generic mesh smoothing [248] was also applied after the iterative process. In ad-

dition, MSL was implemented as presented in Section (4.5.1).

The method proposed by Zheng et al. [285] was recreated as close as possible

to what was outlined in the original paper, however for fair comparison, MSL

was again implemented as presented in Section (4.5.1). The deformable modelling

stage was an iterative process consisting of a learning-based boundary detector and

generic mesh smoothing [248]. The boundary detector was trained with steerable

features and an AdaBoost-based algorithm as was implemented in the original

paper.

All experiments were conducted on 36 aortic root volumes in a threefold cross-

validation fashion. For every training image, the aortic root, including the as-

cending aorta and aortic arch were manually labelled in CT TAVI images, of size

512 × 512 × (500 ∼ 800), and the voxel size was 0.48mm × 0.48mm × 0.62mm.

In order to ensure that the valve hinges were clearly seen, multi-planar rotation

software was used during image labelling to try and get the best view. Meshes
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were generated from the labels, and the 10 anatomical landmarks were manually

labelled. The ascending aorta and aortic arch were then discarded from the mesh

below the sinotubular junction to leave a mesh of the aortic root, and a ground

truth vector including the root’s position, orientation and scale were determined.

The average local mesh size was 35mm× 34mm× 24mm.

The segmentation accuracy was quantitatively evaluated using a symmetric

point-to-mesh PMD distance error. This was calculated as the mean of the

Euclidean distances between the nearest neighbours of the ground truth mesh

vertices and the resulting mesh vertices, and vice-versa to make the measure-

ment symmetric. This is the most popular evaluation metric used in the liter-

ature [64, 72, 100, 262, 288]. The symmetrical Hausdorff distance HD was also

used to give an idea of any outlying regions in the resulting mesh compared to

the ground truth. This was a measurement of the maximum Euclidean distance

between nearest neighbours. In a few cases, a small percentage of vertices were

stretched below the plane of the sinotubular junction after mesh deformation. In

order to ensure that aortic root segmentation was quantitatively evaluated and

not parts of the ascending aorta, these vertices were not considered.

In terms of efficiency, both implementations performed the segmentation in

∼ 5 seconds, which is comparable to that of Zheng et al. [288], with a time of

∼ 4 seconds. Given that the code was not yet optimised, it is envisaged that the

testing speed can decrease, although even in its current state it has been shown

that the framework is comparable to the state-of-the-art for testing efficiency. It

is difficult to accurately quantify the acceleration in training time between the

RF and NN implementations of the proposed framework, however it is estimated

that the NN implementation was dramatically quicker. The time for the RF-MSL

and RF-BD classifiers to train was ∼ 3 hours, whereas to train both NN-MSL

and NN-BD took ∼ 8. However, no time was taken to hand-craft features for

the NN implementation, which eliminated lengthy trial and error processes that

were necessary for RF implementation. Furthermore, the process of manual cor-

respondence labelling for the RF implementation lasted ∼ 2 days, dramatically
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increasing the model preparation time. The automatic correspondence identifica-

tion for NN implementation however took ∼ 90 seconds for the entire training set,

which is a significant time drop.

Figure 4.10 shows an example of the segmentation results of a single example

for both implementations of the proposed framework. Figures 4.11, 4.12, 4.13

and 4.14 show qualitative segmentation comparisons on cropped image slices for

illustration, where columns are the test slices and rows are the results from the

different methodologies. Finally, Figure 4.15 shows the corresponding resulting

meshes.

Figure 4.10: Example segmentation results using proposed framework. from top

to bottom: 1st row: Ground truth; 2nd row: Segmentation result with RF imple-

mentation; 3rd row: Segmentation result with NN implementation.
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Figure 4.11: Example 1: Segmentation comparisons. From top to bottom: 1st row:

Ground truth; 2nd row: Modified ASM; 3rd row: Zheng et al. [285] method; 4th

row: Proposed framework with RF implementation; 5th row: Proposed framework

with NN implementation.
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Figure 4.12: Example 2: Segmentation comparisons. From top to bottom: 1st row:

Ground truth; 2nd row: Modified ASM; 3rd row: Zheng et al. [285] method; 4th

row: Proposed framework with RF implementation; 5th row: Proposed framework

with NN implementation.
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Figure 4.13: Example 3: Segmentation comparisons. From top to bottom: 1st row:

Ground truth; 2nd row: Modified ASM; 3rd row: Zheng et al. [285] method; 4th

row: Proposed framework with RF implementation; 5th row: Proposed framework

with NN implementation
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Figure 4.14: Example 4: Segmentation comparisons. From top to bottom: 1st row)

Ground truth; 2nd row: Modified ASM; 3rd row: Zheng et al. [285] method; 4th

row: Proposed framework with RF implementation; 5th row: Proposed framework

with NN implementation
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Figure 4.15: Corresponding comparison mesh results. From left to right: 1st

column: Mesh results for Figure 4.11; 2nd column: Mesh results for Figure 4.12;

3rd column: Mesh results for Figure 4.13; 4th column: Mesh results for Figure 4.14.

From top to bottom: 1st row: Ground truth; 2nd row: Modified ASM; 3rd row:

Zheng et al. [285] method; 4th row: Proposed framework with RF implementation;

5th row: Proposed framework with NN implementation
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Method
PMD HD

(mm) (mm)

Modified ASM 1.86± 0.46 8.87± 2.79

Zheng et al. [288] 1.47± 0.51 10.79± 2.66

Proposed Framework with
1.39± 0.29 6.75± 2.05

RF Implementation

Proposed Framework with
1.61± 0.33 8.41± 2.80

NN Implementation

Table 4.1: Quantitative comparison.

Table 4.1 presents and compares the quantitative results of the proposed frame-

work to that of [285,288], and the modified ASM method.

The proposed framework produced highly comparable results to manual seg-

mentations. With RF implementation it obtained an average PMD of 1.39 ±
0.29mm, which translates to ∼ 3 voxels, and the average HD was 6.75±2.05mm.

Similarly, NN implementation yielded a PMD of 1.61 ± 0.33mm and HD of

8.41± 2.80mm.

The proposed framework with RF implementation produced the lowest point-

to-mesh error with a distance of 1.39mm. The framework with NNs as well as the

method by Zheng et al [285] also produced comparable point-to-mesh errors, which

are all lower than that produced by the modified ASM. This is reflected in Figures

4.11, 4.12, 4.13 and 4.14. This approach produced a significantly higher mesh

error which suggests that applying strong shape constraints on every boundary

refinement iteration was too restrictive. As a result the method did not allow

enough freedom for the mesh to deform towards the boundary. The failure of this

method is also due to the fact that vertex-level correspondence in smooth and
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complex anatomical structures is very difficult to obtain and local deformation

can be non-linear.

Figure 4.15 highlights the difference in mesh appearance between all four meth-

ods. Both implementations of the proposed framework as well as the modified

ASM employ B-spline mesh regularisation, which has a dramatic effect on the

mesh surfaces. These resulting meshes have no compressed or stretched mesh

faces and no tangled mesh edges, leaving a smooth regularised mesh surface.

The iterative approach proposed in [285] produced meshes that were severely

disordered, which was due to the absence of any mesh regularisation after vertex

boundary detection. The only form of regularisation here was some generic mesh

smoothing [248] which was applied after boundary detection. This was suitable to

smooth faceted mesh faces, but could not cope with untangling crossed mesh edges.

In reality 15 iterations of this boundary refinement approach were attempted,

however in all 36 cases the mesh became tangled after three or less iterations. The

results presented here for this method are the best ones.

The mesh appearance is also reflected in the Hausdorff distance results. The

proposed framework with RF implementation produced the lowest error with a

distance of 6.75mm which was down to effective mesh regularisation. Meanwhile

the method by [285] produced an average Hausdorff distance of 10.79mm, which

was notably higher than that of the other three methods. This suggests that large

regions of the resulting meshes deviated significantly from the ground truth, with

the most likely reason being the lack of any mesh or shape regularisation.

Overall, it is clear that the proposed framework with RF implementation pro-

duced the best segmentation results, with significantly lower quantitative errors

and highly regularised mesh appearance. Comparing the Zheng et al. [285] results

with that of the modified ASM shows that mesh regularisation is necessary, how-

ever too much regularisation restricts sufficient mesh movement. The proposed

framework yields the best results by achieving balance between shape regularisa-

tion to allow smooth mesh surfaces, but allowing enough freedom for the mesh to

deform towards the object boundary in the image. This is achieved by only apply-

ing shape constraints once after initial segmentation, which avoids overly relying
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on strong prior shape constraints, and makes the framework more image-driven.

While the proposed framework with RF implementation produced both the

lowest point-to-mesh and Hausdorff distances, applying this framework with NN

implementation also produced comparable results, yielding similar smooth mesh

surfaces and the second lowest Hausdorff distance error. This indicates that the

proposed framework itself is strongly responsible for the smooth mesh appearance

due to the balance between strong shape constraints and 3D mesh regularisation.

Furthermore, this also suggests that there was little difference between the effects

of the manually generated SSM and automatically generated SSM, indicating that

the automatic method (Chapter 3) is sufficient for automatically obtaining point

correspondences.

The point-to-mesh distance produced with NN implementation is higher than

that produced with RF implementation, and although it is also marginally higher

than that of [285], the results are much more regularised. Table 4.2 clearly shows

the reason for this, as the RF-MSL pose estimation is better than that of NN-MSL.

Although the orientation error is very similar, the RF-MSL position estimator pro-

duced more than half the error of NN-MSL. This shows that the Haar and SHOG

features were more effective for aortic root detection than the learned features

produced by the NN. As a result this had a knock-on effect on the segmentation

results. However, given that the position search space was 512×512×(500 ∼ 800),

an Euclidean distance error of 12 voxels can be considered sufficient, although im-

provements can be made to produce performances similar RF-MSL. On the other

hand, Table 4.2 also shows that the NN-BD had higher sensitivity in detecting the

boundary than the hand-crafted RF-BD. This suggests that the learned features

from the NN had more discriminative power than the Haar feature extracted for

the RF detector.

In addition, a further experiment was conducted by implementing a semi-

automatic version of the proposed framework. This consisted of using ground truth

pose-alignment rather than MSL, followed by the proposed deformable modelling

stage with RF-BD features. This produced a point-to-mesh error of 1.19±0.21mm
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Implementation RF NN

Position Error (voxels) 5.6± 2.9 12.2± 4.2

Orientation Error (degrees) 13.8± 10.9 15.4± 11.0

BD Sensitivity (%) 54.5 66.2

BD Specificity (%) 88.4 86.5

PMD (mm) 1.39± 0.29 1.61± 0.33

HD (mm) 6.75± 2.05 8.41± 2.80

Table 4.2: Comparison results of test images between both implementations of the

proposed framework.

and a Hausdorff distance of 5.79 ± 1.76mm, suggesting that improvement to the

pose estimation can lead to even better segmentation. Furthermore, calcification

around the aortic root often appears in cardiac images which makes boundary

detection difficult as the true boundary cannot be seen. It is thought that this is

the cause of the relatively high Hausdorff distance in all results, and segmentation

would improve if this problem was addressed. Furthermore, as it was shown that

learning-based algorithms were effective, it is thought that by carefully selecting

the NN architectures even better segmentation results can be achieved in future

work.

The following list summarises the reasons for the differences in segmentation

performance between the four implementations.

Modified ASM [53]:

• High PMD & poor segmentation - Too much shape regularisation and

not enough flexibility for model to reach areas of high curvature.

• Lower HD & smooth mesh appearance - Strong shape regularisation

ensuring regularised surface.

Zheng et al. [288]:

• Low PMD & good segmentation - Not a lot of shape regularisation,

and plenty of flexibility for model to reach areas of high curvature.
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• High HD & irregular mesh appearance - Not enough shape regularisa-

tion to ensure regularised surface.

Proposed Framework with RF Implementation:

• Low PMD & good segmentation - Not too much shape regularisation,

and plenty of flexibility for model to reach areas of high curvature.

• Low HD & smooth mesh appearance - Enough shape regularisation

ensuring regularised surface.

Proposed Framework with NN Implementation:

• Low PMD & good segmentation - Not too much shape regularisation,

and plenty of flexibility for model to reach areas of high curvature.

• Low HD & smooth mesh appearance - Enough shape regularisation

ensuring regularised surface.

• Higher PMD & HD than RF implementation - Accuracy errors in

MSL pose estimation having a knock on effect on final segmentation.

4.8 Summary

In this chapter, a fully-automatic deformable modelling-based framework for the

3D segmentation of the aortic root in cardiac CT images was presented. Two

implementations of the framework were carried out, one with a hand-crafted RF

implementation and one with a non-hand-crafted NN implementation. The first

implementation employed RF-MSL classifiers and a boundary detector that were

trained with manually selected features which were carefully chosen to achieve the

most discriminative power. In addition, the SSM was implemented using manually

labelled mesh correspondences. The second implementation significantly reduced

the training time by automatically obtaining correspondences for the SSM, and by

using NNs which learned useful features rather than carefully hand-picking them.

The proposed framework was very efficient in pose estimation and deformable

segmentation, and allowed enough shape regularisation to maintain a regularised
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mesh surface, while also allowing enough freedom for sufficient deformation. This

intrinsic mesh regularisation allowed large deformations to take place. It was also

shown that statistical shape regularisation was effective at the coarser scale and

non-linear local refinement was necessary to archive accurate segmentation. In

addition, the hand-crafted object and boundary detection features were efficient

and robust in defining aortic roots, and the learned features showed promise for

deformable modelling. Both qualitative and quantitative results showed that the

proposed framework outperformed the state of the art, as well as the classical

ASM. This justified the decision to build an image-driven segmentation method

rather than a top-down approach which emphasises on shape priors.
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Lymphatic Vessel Segmentation
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5. Lymph Vessel Segmentation

5.1 Introduction

This chapter presents a further study for deformable modelling on 3D ex-vivo

confocal microscopy images of the lymphatic vessel. Deformable models have been

used specifically for vessel segmentation [70,74,117,136,151,280], by using bottom-

up image-driven constraints as well as some top-down prior shape knowledge. As

such they have the ability to overcome appearance inconsistencies which are often

present in such images. Successful implementations include work by Ecabert et

al. [70], who segmented large heart vessels with a 3D mesh model. A combination

of shape priors from a SSM and gradient-based boundary detection was used,

and the model’s flexibility increased with every iteration to allow more degrees

of freedom. A similar approach was adopted by Yim et al. [280], who performed

angiographic vessel segmentation by deforming a 3D mesh. Alternatively, Hu

et al. [117] segmented these vessels on 2D MRI images, and was accomplished

by formulating an energy function to deform snakes towards the cross-sectional

boundary. In a different application Espona and Ortega [74] segmented the retinal

vascular tree in 2D images using a simplistic snake model. Much emphasis was

put on vessel detection in this work, as retinal images are noisy, and contain many

tubular-like structures.

Although successful, these approaches have all been applied to well defined

vessels in their respected images. Blood contrasts are often used to enhance the

appearance of blood vessels in medical images [99], including CT [70], MRI [117]

and angiography images [280]. Furthermore, retinal vessels have very good con-

trast in retinal vascular imaging [74], making boundary detection a simpler task.

This chapter explores the use of image-driven deformable modelling for segment-

ing the lymphatic vessel in highly obscured confocal microscopy images. The

challenges with this dataset are;

• As these images are acquired ex-vivo there is no liquid contrast present in the

images, making vessel contrast solely a result of tissue type and thickness.

• Due to the nature of confocal microscopy image acquisition, individual cross-

sectional vessel slices appear to have strong inner and outer wall appearance

to the left of the slice, but is dramatically more obscured to the right. This
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makes finding suitable boundary features capable of identifying both high

and low contrast wall regions challenging, especially as the appearance of

the walls are also diffused.

• The vessels have valves at the centre of the inner wall, which have very similar

contrasts to the vessel walls themselves. Making sure that the deforming

model does not converge at these valves is also a non-trivial challenge.

Examples of these images is shown in Figure 5.1.

Many existing vessel segmentation approaches work on 2D slices, due to the

simple circular shape of a vessel’s cross-section [74, 117]. It is also assumed that

segmenting multiple 2D circular-like shapes is a simpler challenge than segment-

ing a 3D tubular-like shape. As such, often for 3D vessel segmentation 2D cross-

sectional segmentation is performed first, before being concatenated to produce

a final tube-like structure [136, 151]. Such an approach is also adopted in this

chapter, where cross-sectional circular-like segmentations are performed and con-

catenated to generate a 3D mesh, before treating the 3D mesh as a whole for

surface regularisation.

The aim is to use a similar bottom-up framework used in the previous chapter

on a new challenging dataset, where edges are highly obscured and inconsistent

between image slices. The deformable model approach presented here combines a

learning-based boundary detector with mesh regularisation, where it is shown that

neural networks are capable of identifying boundaries of highly varying appear-

Figure 5.1: Series of 2D confocal microscopy slices highlighting the contrast chal-

lenges associated with the segmentation.

133



5. Lymph Vessel Segmentation

ance. This not only allows potentially abstract features to be learned, but also

eliminates manual feature preparation and accelerates training. Shape constraints

from a SSM are not required due to the nature of the vessel’s tubular shape, and it

is suggested that even the softest shape constraints on such a shape may be detri-

mental by being too restrictive still. As a result the shape regularisation comes

solely from the B-spline regularisation component.

As such the proposed framework is compared against a simple intensity-based

approach without any shape regularisation at all, and another intensity-based

approach with too much regularisation. Furthermore, the framework is also com-

pared to a graph-cut approach with a Hidden Markov model (HMM) [75], to show

that image-driven deformable models with little shape regularisation can compete

with other shape prior-based methodologies.

Boundary detectors in deformable modelling are often used by defining search

paths along the surface normal direction, in order to try and avoid surface entan-

glement. The search path coordinates with the strongest boundary responses are

then taken as the contour points’ new position. Classification algorithms are nec-

essary to drive the initial model towards the object boundary, and have been used

in medical image deformable modelling on numerous occasions [138,166,173,288].

Often, these studies consist of hand-picking useful features to distinguish be-

tween boundary and non-boundary pixels. Steerable features [83, 288], Haar fea-

tures [261,285], Canny edge features [37,138] and gradient steerable features [166]

have all been used. However, choosing appropriate features to use is not a trivial

task as useful features are very much data-dependent, with object type, image

modality and image contrast all effecting the usefulness of a feature. In addition,

highly abstract features may be very useful for boundary detection, therefore by

using hand-crafted features it is possible to miss out on some additional, poten-

tially useful information. From the previous chapter it has been shown that NNs

are capable of learning features by adjusting the weight of each node using back-

propagation, therefore they are popular learning systems for image recognition,

and have been used specifically for edge detection [164,227].
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5.2 Contribution & Overview

An investigation is carried out for the use of multiple neural network architectures

as learning-based boundary detectors for deformable model-based segmentation.

The experiments are performed on 3D confocal microscopy images of the lymphatic

vessel, however a 2D NN is trained here for slice-by-slice classification. With such

inconsistent vessel wall appearance, this dataset makes choosing features capa-

ble of identifying all boundary pixels very challenging indeed. Furthermore this

phenomenon occurs at both the inner and outer vessel walls. As a result, two

classification processes are performed; is the pixel on the vessel’s outer wall or

not; or is it on the inner wall not? Raw pixel intensities from a local patch, rather

than hand-crafted features are extracted, and used as inputs so that the network

may learn useful, potentially abstract features which can deal with such boundary

inconsistencies.

After boundary detector testing the appropriate detector is used for full seg-

mentation. The framework consists of a simple and efficient intensity-based initial

segmentation, followed by the learning-based boundary detector and 3D mesh

regularisation in an iterative fashion.

5.3 Image-Driven Segmentation Framework

Figure 5.2: Overview of the proposed lymphatic vessel segmentation at the testing

stage.

The proposed deformable modelling framework consists of an initial segmen-

tation based on a simple intensity filter on each individual image slice, which is
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used to generate an initial mesh model. Following this, an iterative deformable

modelling process is implemented which deforms the initial mesh towards the lym-

phatic vessel wall. An overview of the proposed framework is shown in Figure 5.2.

For full vessel segmentation, the segmentation framework is implemented twice;

once for the outer wall and once for the inner wall; so that segmentation of both

walls are carried out independently.

The initial mesh is generated by first carrying out an initial segmentation on

each individual image slice. These segmentation contours have the same number of

points, making it possible to define edges between slices to generate a face-vertex

mesh.

The deformable modelling process is iterative and stops when the maximum

number of iterations is reached. This process consists of two components. Firstly

a 2D boundary detector is carried out on each individual slice, where search paths

are defined along the normal direction of each mesh vertex. A neural network is

used for boundary detection in order to learn useful features, rather than spending

time hand crafting them. Finally, 3D mesh regularisation is implemented on the

entire mesh, using the B-spline-based method used in Chapter 4. This ensures

a smooth surface not only on each 2D contour, but also between contours in the

third dimension.

On every iteration the boundary detector’s search path decreases in order to

reach convergence, and the degrees of freedom associated with the mesh regular-

isation increases to allow the mesh to deform to areas of high curvature. As a

result, the deformable modelling process can be thought of as an iterative refine-

ment process.

The remainder of this section is as follows. Section (5.3.1) describes the ini-

tial segmentation process which also generates the initial mesh model. Section

(5.3.2) describes the boundary detector, with experiments to determine which NN

architecture to implement. Finally, Section (5.3.3) describes the B-spline-based

3D mesh regularisation.
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5.3.1 Initial Segmentation

Before deformable modelling, an initial mesh model must be defined. This section

describes a quick initial 2D intensity-based segmentation on a slice-by-slice basis,

before combining the estimated 2D contours to generate a simple 3D mesh struc-

ture.

It is assumed that the pixel intensities within the lymphatic vessel (i.e. between

the inside and outside walls) are significantly higher than the remaining pixels in

the image slice. Therefore it is assumed that the pixels with highest local gradient

are on/close to the boundary. To this end, a simple 2-rectangle Haar-like filter [261]

is employed to highlight the pixels of high gradient. For every pixel in the image

a filter response is computed as follows;

fout =
N∑
k=0

µk1 −
N∑
k=0

µk2 (5.1)

where µk1 is the intensity of pixel k in rectangle 1, µk2 is the intensity of pixel k in

rectangle 2, and N is the number of pixels in each rectangle.

Given that an optimal Haar filter response would have high pixel intensities

in one rectangle and low pixel intensities in another, it is necessary for the filter

to be orthogonal to the boundary itself. As we do not yet know the location

and direction of the tubular-like boundary in cartesian coordinates, the filter is

applied to the image in polar coordinates. An example is shown in the left column

of Figure 5.4, where for each column in the polar image the pixel with the optimal

filter response is identified. As the appearance of the outer and inner walls are

opposite each other, so too will the filter response. Therefore the maximum value

of Equation 5.1 is used to identify pixels on the outer wall, and the maximum

value of;

fin =
N∑
k=0

µk2 −
N∑
k=0

µk1 (5.2)

is used to identify the pixels on the inner wall. A filter size of 1× 21 is centred at

the test pixel, where N = 10 pixels are summed in rectangle 1, and N = 10 pixels

are also summed in rectangle 2.
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The contour in polar coordinates is then converted back to cartesian coor-

dinates, and is smoothed by fitting the contour to an ellipse. This is done by

optimising the conic equation for an ellipse;

ax2 + bxy + cy2 + dx+ ey + f = 0 (5.3)

where a, b, c, d, e and f are parameters to be estimated, and x and y are the 2D

contour point coordinates. Optimisation is achieved using the least-squares algo-

rithm [43]. Example smoothed contours in cartesian coordinates are also shown

in Figure 5.4.

Figure 5.3: Overview of the proposed initial segmentation.

This process is repeated for every slice in the 3D image. However, it is also

assumed that the boundary walls do not significantly change between adjacent

slices, therefore the smoothed contour from the previous slice is used to help

estimate the contour on the next slice. This is done by restricting the search space

for finding the optimal filter response in each polar image column. A contour point

in column j in the polar image of slice i + 1 must be within ±l of the contour

point in column j in slice i.

Figure 5.4 shows an illustration of this. The Figures in the left column show

example filter results in polar coordinates for slice i, and the middle column shows

the corresponding smoothed contours in cartesian coordinates. The Figure in the

right column now shows the contour estimation for the next slice i+1. The yellow

contours represent the polar image search space limits. These are computed by

converting the smoothed contour of slice i back into polar coordinates, and adding

leeways of ±l. Now the optimal filter response is only searched for between these

two limits in each column, resulting in the contour estimation (blue).
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Using these search space limits essentially introduces soft shape constraints to

the initial segmentation, and ensures continuity between segmentations on adja-

cent slices. Figure 5.3 illustrates the initial segmentation process for all slices,

where scarti and spolari are the images for slice i in cartesian and polar coordinates,

and ccarti and cpolari are the estimated contours for slice i.

Figure 5.4: Top row: Outer wall; Bottom row: Inner wall. From left to right; 1st

column: 2D slice in polar coordinates spolari , with outer wall contour after filtering

cpolari . 2nd column: smoothed outer wall contour in cartesian coordinates ccarti .

3rd column: spolari of next slice, with inner wall contour cpolari and spatial limits

(yellow).

Given that each slice was converted to polar images of the same size, the

number of contour points on each slice is also equal. Therefore contour point j in

slice i is correspondent to contour point j in slice i+1. This makes generating the

mesh a simple task by simply defining mesh edges between corresponding contour

points in adjacent slices.
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5.3.2 Boundary Detection

Multiple NN architectures trained with backpropagation were tested for classify-

ing the outer and inner lymphatic vessel walls on 2D image slices, before deciding

on a suitable architecture to embed in the segmentation framework. To simulate

a conventional deformable modelling process, the ground truth contour is aligned

at the centre of the test image. At either side of the contour points a search path

is defined along the normal direction. The normal directions can be straightfor-

wardly computed given the contour point’s neighbours. For the purpose of testing

the detector, each search path coordinate is tested to get a classification result.

Raw intensity values from a local patch are inputted into the network for each

sample. To ensure that the appearance of the boundary pixels’ local patches

are rotationally invariant, the local patch is aligned with the search path. This

comes at no extra computational cost as the normal directions have already been

computed in order to define the search paths. A schematic diagram of this process

is shown in Figure 5.5.

Figure 5.5: Left: Schematic diagram of local patch intensity extraction. Right:

Example NN architecture with 2 hidden layers.

Local patches are down-sampled in order to reduce the number of network

inputs, which subsequently speeds up the training process. Max-pooling is used

for this purpose. The process involves sliding a non-overlapping pooling window

across the image and extracting the maximum intensity value in each window.

While this is an effective down-sampling technique, it also creates position invari-
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ance over larger local regions. The size of the pooling window and its stride are

chosen to ensure a 10× 5 output in all cases.

The fully-connected neural network architecture is constructed in the conven-

tional manner, with the 50 pixels of the local patch being represented by an input

layer of 50 nodes. The output layer consists of 2 nodes representing boundary and

non-boundary, essentially making this a binary classification problem. All nodes

in adjacent layers are fully connected. Figure 5.5 shows a schematic example of

the neural network architecture with 2 hidden layers.

The lymphatic vessel’s outer wall was labelled on six 512× 512× 512 ex-vivo

confocal microscopic volumes. Gaussian smoothing was applied to the images in

an attempt to remove noise. In total, three experiments were carried out. Experi-

ment 1 investigated what effect the number of neurons in the first hidden layer had

on the classification. Experiment 2 investigated the effect of different local patch

sizes, and Experiment 3 investigated the effect of the number of hidden layers in

the network. All experiments were run with leave-one-out, where five volumes

were used for training in each case.

In all cases fifty thousand sample pixels were used for training, 50% of which

were boundary (positive) and 50% non-boundary (negative). Boundary samples

were randomly selected from the manually labelled ground truth contours. Search

paths were defined for all ground truth contour points, which were aligned along

their normal direction with a length of 30 pixels either side of the ground truth

pixel. Non-boundary samples were randomly selected from these search paths.

At the testing stage a search path of 30 pixels was also defined either side of

each initial contour point, resulting in 61 path pixels for each point. All of the

search path coordinates at this stage were tested. A summary of the experiments

conducted along with their classification results are shown in Tables 5.1, 5.2 and

5.3.
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Test 1 2 3 4 5 6

Patch Size 40× 20 40× 20 40× 20 40× 20 40× 20 40× 20

Architecture
[1] [2] [5] [15] [40] [100]

[n1, n2, . . . , nL]

Inner Sens. (%) 89± 7 90± 4 91± 3 91± 3 88± 2 90± 3

Inner Spec. (%) 74± 3 80± 4 81± 4 83± 3 85± 3 84± 3

Outer Sens. (%) 89± 9 88± 8 92± 5 91± 4 91± 4 90± 5

Outer Spec. (%) 77± 4 82± 3 84± 2 86± 2 87± 1 86± 3

Table 5.1: Experiment 1: Effect of number of nodes in first hidden layer on

boundary classification. (ni is the number of nodes in hidden layer i).
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Test 1 2 3

Patch Size 20× 10 40× 20 80× 40

Architecture
[40] [40] [40]

[n1, n2, . . . , nL]

Inner Sens. (%) 87± 5 88± 2 90± 4

Inner Spec. (%) 83± 5 85± 3 85± 2

Outer Sens. (%) 87± 6 91± 4 91± 3

Outer Spec. (%) 87± 2 87± 1 86± 1

Table 5.2: Experiment 2: Effect of patch size on boundary classification. (ni is

the number of nodes in hidden layer i).

Test 1 2 3

Patch Size 40× 20 40× 20 20× 20

Architecture
[40] [40,20] [40,20,10]

[n1, n2, . . . , nL]

Inner Sens. (%) 88± 2 91± 3 92± 4

Inner Spec. (%) 85± 3 83± 3 83± 3

Outer Sens. (%) 91± 4 92± 5 91± 5

Outer Spec. (%) 87± 1 86± 2 86± 2

Table 5.3: Experiment 3: Effect of number of hidden layers on boundary classifi-

cation. (ni is the number of nodes in hidden layer i).

Inner wall classification sensitivity and specificity from all experiments ranged

between 87%-92%, and 74%-85%, respectively, while outer wall sensitivity and

specificity ranged between 87%-92% and 77%-87%. It is immediately obvious

that the detectors’ sensitivity are significantly higher than their specificity. This

is to be expected as the boundary region is highly diffused, with regions close to

the boundary having significantly higher pixel intensities than those that are fur-

ther away. Given this, it is important to find an architecture which produces the

highest specificity results as possible to accurately classify non-boundary pixels

close to the boundary. However, given that this is a first attempt at boundary

detection, these results indicate that NNs can produce acceptable results for lym-
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phatic vessel boundary detection.

Figure 5.6: Plot of Experiment 1 specificity values. Blue: Inner Wall; Red: Outer

Wall.

Experiment 1 highlights the difference that the number of nodes in the net-

work’s first hidden layer has on classification. It can be seen that the specificity in

both cases increases with an increasing number of nodes until some convergence

where the specificity plateaus at 40 nodes. This pattern is shown in Figure 5.6,

and suggests that a sufficient number of nodes is necessary in order to discriminate

between boundary and non-boundary pixels. The difference after more than 40

nodes is negligible, and can even decrease, probably due to slight overfitting.

Results from Experiment 2 show little difference between the larger patch sizes,

however there is a drop of 2% in the specificity of inner wall classification for the
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smallest patch of 20× 10. This suggests that a relatively large patch is needed to

incorporate useful boundary features.

Results from Experiment 3 show that increasing the number of hidden lay-

ers has a marginal detrimental effect on both inner and outer wall specificity. It

is possible that there is slight overfitting occurring here, as increasing the layers

results in ever more abstract features, with complex features closely resembling

those seen in the training samples. Given that the boundary area is diffused,

highly abstract and complex features may be too specific for good generalisation.

This suggests that a simple NN architecture of one hidden layer is sufficient for

boundary detection as simpler, more generalised features are learned.

Based on the results of the three experiments, a NN architecture was chosen

for boundary detection in the proposed segmentation framework. For simplicity,

the same architecture is used for both inner and outer vessel wall classification.

Experiment 1 indicates that 40 nodes in the first hidden layer is a sufficient number

in order to produce enough features for generalisation, without over-complicating

the problem. Experiment 2 shows that a larger local patch of either 40 × 20 or

80×40 should be extracted due to their higher specificity for the vessel’s inner wall.

For simplicity and to reduce computation time, the smaller of the two is chosen.

Finally Experiment 3 suggests that a simple architecture of just one hidden layer

produces the best specificity results. As a result, the NN boundary detector used

for segmentation has a single hidden layer of 40 nodes with local patch extraction

of size 40× 20.

Figures 5.8 and 5.9 show example boundary detection results of the chosen

architecture, for both the inner and outer vessel walls. Both show that the true-

positive count is very high with very little gaps in the contour. This is true even for

regions with very weak edges. The false-positive classification count is significantly

higher than that of the false-negatives, hence the lower specificity values. However,

it is clearly shown in these Figures that the vast majority of false-positives are in

the immediate vicinity of the ground truth boundary. This is further emphasised

by Figure 5.7, which show histogram plots of the false-positive counts relative to
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their distance to the ground truth boundary.

Figure 5.7: Histograms showing the incorrectly classified non-boundary pixels

against their distances to the boundary ground truth. Blue: Inner Wall; Red:

Outer Wall.

Given that the appearance of the lymphatic vessel’s outer wall is diffused, clas-

sification errors would be expected in this area. There is no obvious difference in

appearance between ground truth boundary pixels and their immediately adjacent

neighbours, therefore misclassification here is understandable. In the deformable

modelling context, in such cases where the exact boundary location is inevitably

difficult to detect, it is conventionally useful to apply additional non-data driven

forces such as shape constraints to curb the contour’s deformation. Given the

location of the misclassified boundary pixels, these results suggest that NNs may

be highly suitable for boundary detection in the proposed deformable modelling

framework.
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Once the boundary detector has been embedded into the segmentation frame-

work, another additional process follows boundary detection and before mesh reg-

ularisation. Given the assumption that both the inner and outer vessel walls are

tubular in shape, any distant outliers from an ellipse-like shape on any slice are

discarded, and are replaced by interpolated contour points.

Given a 2D contour C containing n points, an ellipse is fitted which results

in a new contour of n points, C ′. Points in both contours are correspondent to

each other, which means that point j in C is correspondent to point j in C ′. The

same method is used to fit the data to an ellipse as was used during initial seg-

mentation (Section 5.3.1). Then, for every point in C, its nearest neighbour in

C ′ is found, and any point which has a nearest neighbour Euclidean distance of

more than threshold t is identified as an outlier. If point j in C is considered an

outlier, it is then simply replaced by point j in C ′, leaving a contour close to the

object boundary with no distant outliers. In this framework, the outlier distance

threshold is t = 25 pixels.

This small step becomes important especially when detecting the boundary of

the inner wall. In all volumes a valve-like structure can be seen at the centre of the

lymphatic vessel, which on some slices can have stronger boundary features than

the inner wall itself. Therefore after boundary detection it is likely that many

vertices are deformed towards the valve rather than the vessel’s inner wall. Using

this simple interpolation process however, can easily identify these vertices, and

are replaced with new interpolated points.
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Figure 5.8: Inner wall boundary detection results for one volume, where each row

shows the results of a different slice. Left column: 2D image slice. Centre column:

Green - correctly classified boundary pixels (true positives); Blue - incorrectly clas-

sified boundary pixels (false negatives). Right column: Red - correctly classified

non-boundary pixels (true negatives); Yellow - incorrectly classified non-boundary

pixels (false positives).
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Figure 5.9: Outer wall boundary detection results for one volume, where each row

shows the results of a different slice. Left column: 2D image slice. Centre column:

Green - correctly classified boundary pixels (true positives); Blue - incorrectly clas-

sified boundary pixels (false negatives). Right column: Red - correctly classified

non-boundary pixels (true negatives); Yellow - incorrectly classified non-boundary

pixels (false positives).
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5.3.3 Mesh Regularisation

Before boundary detection, there is an original set of mesh vertices V , and after

boundary detection there is now a new set of mesh vertices at different locations

V ′. As there is no shape restrictions in these components (apart from the length

of the boundary detector search path itself), an additional process is needed to

preserve the mesh’s smooth surface. Here the same B-spline based mesh regular-

isation is used as in Chapter 4, where a local transformation T (x, y, z) between

V and V ′ is estimated with 3D B-splines. The transformation is then performed

on V using free-form-deformation, so that it fits as close as possible to V ′. As a

result, the smoothness of the transformed mesh is purely a result of the degrees

of freedom of the B-splines themselves.

The transformation is estimated in a multi-resolutional procedure by warping

an underlying voxel lattice manipulated by control points φhi,j,k of size [nx×ny×nz].
Readers are referred to Chapter 4, and Equations 4.4, 4.5, 4.6, 4.7 and 4.8 on how

to estimate T (x, y, z), and how to optimise the control point locations φhi,j,k.

The spacing between φhi,j,k, δ, is what determines the degrees of freedom of the

transformation. A high δ yields less control points that are sparsely separated.

This means that the B-spline interpolation distance between control points is

longer, giving the transformation less degrees of freedom. A high δ therefore

results in a very smooth mesh surface, however it has less freedom to deform

towards areas of high curvature, and therefore the true object boundary. A low

δ on the other hand increases the number of control points, making interpolation

distances shorter, allowing more degrees of freedom. This results in a less smooth

mesh surface, but closer to the true object boundary. A trade-off must therefore

be found to allow V to deform as close to the boundary positions as possible (V ′),

while resulting in a sufficiently smooth surface.

During the iterative deformable modelling, two parameters are changed on ev-

ery iteration in order to achieve such a trade-off. Firstly, the boundary detector’s

search path decreases on every iteration, which allows the system to reach conver-

gence more quickly. Secondly, as the amount of possible deformation is reduced
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at each iteration, it is less likely that the mesh surface will be tangled even if the

mesh regularisation has more degrees of freedom. Therefore on every iteration, the

value of δ is also reduced. Figure 5.10 shows the effect of the mesh regularisation

by comparing it to what the vertices look like after boundary detection.

Figure 5.10: Left column: Mesh and corresponding segmentation on a 2D slice of

the initial segmentation. Centre column: Mesh and a segmented slice after 2D

boundary detection. Right column: Mesh and a segmented slice after 3D mesh

regularisation.
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5.4 Comparative Analysis and Results

The proposed deformable model-based approach is compared to two additional

image-driven approaches, which were implemented and tested on the same dataset.

Firstly a simple intensity-based approach was implemented using Haar-like filter-

ing. This was essentially the same filtering method used in Section 5.3.1, but

without contour smoothing in the cartesian coordinate system. This allowed com-

parison with a purely image-driven approach which had no shape regularisation

at all. For the remainder of this chapter, this approach is referred to as intensity-

based segmentation.

Secondly, comparisons were made to another intensity-based approach, but

this time with some soft shape constraints. This consisted of the Haar-like filter-

ing in polar coordinates followed by contour smoothing in the cartesian coordinate

system. As such this approach is essentially the initial segmentation of the pro-

posed framework, and is refereed to as initial segmentation for the remainder of

this chapter. Comparing the initial segmentation results with that of the proposed

framework shows the quantitative effect of implementing the additional deformable

modelling stage. Quantitative and qualitative results were obtained for both of

these approaches.

For fair comparison, the results on testing data of the proposed method were

only compared to other methods working on the same dataset. As such, it was also

possible to make quantitative comparisons to other methods which Essa et al. [75]

implemented on the same confocal microscopy images. In this work four segmenta-

tion methods were implemented which included an optimal surface approach [155],

a simplistic tracking-based approach using the Viterbi algorithm [80], and two ad-

ditional tracking-based approaches proposed by the authors themselves. Their

results clearly showed that the tracking-based approach referred to as minimum

s-excess graph segmentation produced the best segmentation, and so this result is

compared to that of the intensity-based, initial, and proposed segmentations. In

doing so it provides a comparison to a segmentation approach that is completely

different to the proposed framework. For fair evaluation the error metrics used

here [75] were computed in exactly the same way on the proposed method, initial
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segmentation, and intensity-based results.

Proposed by Essa et al. [75], minimum s-excess graph segmentation involves

formulating a graph to segment both inner and outer walls simultaneously in polar

coordinates. Hand crafted edge features are used for graph cut in each polar image

column, while a hidden Markov model was used to track the vessel walls between

the columns.

All segmentation experiments were implemented on six 512× 512× 512 confo-

cal microscopy images of the lymphatic vessel, and performed with leave-one-out

cross-validation. For each volume the inner and outer wall ground truth meshes

were obtained by labelling every tenth slice, and manually defining mesh edge

connections (as is described in Section 5.3.1). Inner and outer wall segmentations

were obtained independently, and so the results were also evaluated independently.

All evaluation metrics were computed consistently with Essa et al. [75], for fair

comparison. Evaluation was performed on a 2D slice-by-slice basis in polar coordi-

nates. The point-to-mesh distance (PMD), Hausdorff distance (HD), area overlap

(AO), specificity and sensitivity were all computed as described in Appendix A.

The proposed framework achieved convergence in under four iterations, in all

runs on testing data. The boundary detector search path length was initialised

at 20 pixels and was halved on every iteration, while the FFD control point spac-

ing also decreased. This combination yielded fast convergence. The framework

achieved point-to-mesh distances of 1.6 ± 0.1 and 1.5 ± 0.1 pixels for the inner

and outer vessel walls, respectively, while the Hausdorff distance measures were

5.8±0.5 and 5.4±0.4. This shows that the segmentation results showed very close

resemblance to the ground truth, with no distant outlying regions in both inner

and outer wall segmentations. The high scores of the area overlap, sensitivity and

specificity for both inner and outer walls also show high accuracy, and can be

seen in Tables 5.4 and 5.5. In addition, the standard deviations of all evaluation

metrics for the proposed framework show that the variation in the results are low,

indicating a system of high precision.
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Figure 5.11: Segmentation results for test volume 1. From left to right; 1st column:

Image slices. 2nd column: Inner and outer wall segmentation results. Green con-

tours are the ground truth and blue contours are the result. 3rd column: Resulting

inner wall mesh with corresponding slices. 4th column: Resulting outer wall mesh

with corresponding slices.
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Figure 5.12: Segmentation results for test volume 2. From left to right; 1st column:

Image slices. 2nd column: Inner and outer wall segmentation results. Green con-

tours are the ground truth and blue contours are the result. 3rd column: Resulting

inner wall mesh with corresponding slices. 4th column: Resulting outer wall mesh

with corresponding slices.
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Figure 5.13: Segmentation results for test volume 3. From left to right; 1st column:

Image slices. 2nd column: Inner and outer wall segmentation results. Green con-

tours are the ground truth and blue contours are the result. 3rd column: Resulting

inner wall mesh with corresponding slices. 4th column: Resulting outer wall mesh

with corresponding slices.

156



5. Lymph Vessel Segmentation

Figure 5.14: Segmentation results for test volume 4. From left to right; 1st column:

Image slices. 2nd column: Inner and outer wall segmentation results. Green con-

tours are the ground truth and blue contours are the result. 3rd column: Resulting

inner wall mesh with corresponding slices. 4th column: Resulting outer wall mesh

with corresponding slices.
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Figure 5.15: Segmentation results for test volume 5. From left to right; 1st column:

Image slices. 2nd column: Inner and outer wall segmentation results. Green con-

tours are the ground truth and blue contours are the result. 3rd column: Resulting

inner wall mesh with corresponding slices. 4th column: Resulting outer wall mesh

with corresponding slices.
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Figure 5.16: Segmentation results for test volume 6. From left to right; 1st column:

Image slices. 2nd column: Inner and outer wall segmentation results. Green con-

tours are the ground truth and blue contours are the result. 3rd column: Resulting

inner wall mesh with corresponding slices. 4th column: Resulting outer wall mesh

with corresponding slices.
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Method
PMD HD AO Sens. Spec.

(voxels) (voxels) (%) (%) (%)

Min S-Excess
3.1± 1.9 9.8± 4.3 95.5± 3.2 96.9± 3.1 99.2± 0.8

Graph [75]

Intensity-
5.9± 0.8 48.5± 7.1 92.4± 1.5 93.0± 1.4 99.6± 0.1

based

Initial
2.9± 0.4 9.3± 0.9 96.4± 0.4 97.0± 0.4 99.6± 0.1

Segmentation

Proposed
1.6± 0.1 5.8± 0.5 98.0± 0.4 99.1± 0.4 99.2± 0.2

Framework

Table 5.4: Inner wall quantitative results comparison on test data.

Method
PMD HD AO Sens. Spec.

(voxels) (voxels) (%) (%) (%)

Min S-Excess
2.0± 0.8 7.4± 3.1 97.6± 1.0 98.7± 1.1 99.1± 0.6

Graph [75]

Intensity-
4.5± 1.4 46.9± 8.1 95.0± 1.8 96.9± 1.4 98.3± 0.8

based

Initial
1.7± 0.2 5.7± 0.3 98.2± 0.1 99.2± 0.1 99.0± 0.3

Segmentation

Proposed
1.5± 0.1 5.4± 0.4 98.4± 0.1 99.2± 0.02 99.2± 0.03

Framework

Table 5.5: Outer wall quantitative results comparison on test data.

Figures 5.11, 5.12, 5.13, 5.14, 5.15 and 5.16 show qualitative results of all six

test volumes. These figures show how unclear parts of the vessel walls are in the

data, and also show the close correlation between the resulting contours and the

ground truth. Smooth resulting mesh surfaces can also be seen, with no tangled

or extremely faceted mesh faces.
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Of the image-driven approaches implemented in this experiment, the proposed

method produced the best segmentation results. Tables 5.4 and 5.5 show that the

proposed method produced the lowest PMD, HD, AO, specificity and sensitivity

results compared to the intensity-based and initial segmentations. Figures 5.17

and 5.18 compare the qualitative slice segmentations and mesh results for the in-

ner and outer walls of the image-driven approaches.

It is immediately noticeable that the simplistic intensity-based segmentation

produced significantly higher PMD and HD errors compared to both the initial

segmentation and the proposed framework. This suggests that large regions of

both walls deviated significantly from the ground truth, which is clearly shown in

Figure 5.17. The outer wall seems to deviate away from the true boundary on the

right hand side of the image slices where the vessel becomes dimmer. Meanwhile

the boundary detector for the inner wall has caused vertices to deform towards the

valve at the centre of the vessel, instead of the wall itself. The lack of any shape

regularisation means that the process is purely image-driven, and is unsuitable for

such data where the vessel walls are not always prominent. This lack of regulari-

sation is also clearly noticeable in its mesh appearance in Figure 5.18, where the

mesh surface is highly faceted.

The initial segmentation results are significantly better, with the PMD being

almost half that of the simplistic intensity-based method, and the HD is dramat-

ically reduced. By fitting each slice contour to an ellipse the majority of correctly

deviated vertices have forced the incorrectly placed vertices nearer the boundary

walls. This simple shape regularisation approach has also had dramatic effects on

the smoothness of the mesh surface. However, as each contour has been fitted

to a smooth ellipse, the approach does not allow enough degrees of freedom to

precisely reach the areas of high curvature on the boundary.
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Figure 5.17: Comparison results on image slices. From left to right; 1st column:

Ground truth. 2nd column: Intensity-based segmentation. 3rd column: Initial

segmentation. 4th column: Proposed framework.
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Figure 5.18: Comparison mesh results. The top two rows show the inner vessel

wall mesh. The bottom two rows show the outer wall mesh. From left to right; 1st

column: Ground truth. 2nd column: Intensity-based segmentation. 3rd column:

Initial segmentation. 4th column: Proposed framework.
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Figure 5.19: Example results from the minimum s-excess graph method provided

by Essa et al. [75]. Green: ground truth; Red: inner wall segmentation; Blue:

outer wall segmentation.

The results from the proposed method shows that an additional deformable

modelling process is necessary after initial segmentation. The evaluation results

are lower still than the initial segmentation, especially for the inner wall where seg-

mentation errors have significantly fallen. The iterative boundary detector allows

deformation towards areas of high curvature, which is represented by both the low

PMD and HD errors. Meanwhile the iterative mesh regularisation maintains the

mesh’s smooth surface, which can be seen in Figure 5.18.

Compared to the minimum s-excess graph method, the proposed method still

produced better segmentation results. The tracking-based method produced PMD

and HD metrics that were higher for the outer wall, and almost double that of the

proposed method for the inner wall. This is also reflected in the AO, specificity

and sensitivity metrics.

In addition, Figure 5.19 shows example segmentation slices provided by Essa

et al. [75]. From these images it can be seen that the outer wall segmentation

falters towards the right hand side of the slice, where the vessel’s appearance is

more obscure. It is this region that increases the overall PMD and HD errors.

The largest error in this method however is in the inner wall, which is highlighted

by comparing its evaluation metrics with that of the outer wall. Similar to the

intensity-based approach, the inner wall segmentation deviates towards the valve-

like structure at the centre of the vessel, increasing the PMD and HD errors. This

indicates that the method has some difficulty in distinguishing between the vessel

wall boundary and the boundary of the valve, while also struggling to identify
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edges with varying degrees of contrast. This may be down the tracking model of

the method itself, however a likely cause is the hand-crafted edge features used

for emission probability. This being the case it would show that using learned

features from algorithms such as NN has an advantage for edge detection in such

data.

5.5 Summary

In this chapter a fully automatic deformable modelling method has been presented

for the segmentation of 3D lymphatic vessels in confocal microscopy images. A

similar bottom-up, image-driven framework to that presented in Chapter 4 was

used, which included a learning-based boundary detector and mesh regularisation

for shape preservation. A simple intensity-based initial segmentation was first

adopted which was followed by a deformable modelling system. A neural network

was used here for boundary detection, which allowed suitable features to be learned

instead of hand-crafting them. This proved particularly useful as choosing features

for edges with varying degrees of contrast is not a trivial task.

The proposed initial segmentation produced a starting mesh which was close

enough to the boundary in order for accurate deformable modelling to follow. The

NN-based boundary detector was then able to accurately detect both vessel walls,

which proved it was capable of detecting edges of highly varying contrasts. Mesh

regularisation was also necessary in order to obtain smooth vessel surfaces.

Comparisons were also made to an intensity-based segmentation, the initial

segmentation, and a tracking-based approach. By comparing the intensity-based

and initial segmentation results, it was shown that contour smoothing was nec-

essary in order for the inner wall segmentation to avoid the vessel’s valve. In

addition by comparing the initial segmentation results to those of the proposed

framework, it was clear that the deformable modelling stage was necessary in order

to provide the segmentation with enough degrees of freedom to converge closer to

the boundary walls.
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6.1 Conclusions

The aim of this work was to develop a fully-automatic deformable modelling

method to accurately and efficiently segment the aortic root in 3D CT images,

and to extend the method to delineate vascular structures. A framework was pre-

sented to deform the mesh towards the object boundary, and consisted of boundary

detectors using machine learning algorithms, and a 3D mesh regularisation tech-

nique using B-spline-based local transformation. This image-driven framework

was also applied to confocal microscopy images to segment the lymphatic vessel,

showing that with minor adjustments the framework is flexible enough to work

on multiple datasets. Furthermore at the boundary regions of interest, both the

CT and confocal microscopy images had highly obscured appearances with incon-

sistent contrast. This shows that although there are no strong high-level shape

constraints placed on the model, it is still able to delineate difficult boundaries.

For aortic root segmentation, the framework was initialised by using machine

learning for pose estimation through MSL. Two implementations were presented

with both hand-crafted features (RF-MSL) and automatically learned features

(NN-MSL). Results for both were comparable, which shows that the deep learn-

ing approach learned sufficiently abstract features for pose estimation in large

volumes. Furthermore, novel multi-resolution pooling was used with NN-MSL to

significantly reduce the network sizes and subsequently their training times. Its

use of multi-resolution intensity extraction on an irregular grid allowed information

from both large and small-scale structures to be used for classification.

Due to the complex shape of the aortic root, shape constraints for an SSM was

applied for shape preservation. However in contrast to traditional ASM-based seg-

mentation, these top-down shape constraints were applied non-iteratively. This

was to preserve a valve-like shape during the initial large deformations, but to rely

on the data for the following iterations to allow sufficient adjustability. Given the

use of an SSM, a technique was also developed to reduced manual work for its

preparation by automatically finding point correspondences across a set of aortic

root shapes. The mesh-based similarity metric allowed more accurate local trans-

formation between two shapes when compared to an image-based metric. This
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allowed more accurate correspondences to be identified for SSM generation, and

dramatically reduced model training time.

With some changes, the framework was also applied to vessel segmentation.

MSL pose estimation was replaced with an initial intensity-based filtering seg-

mentation, which generated a mesh close to the ground truth boundary. 2D

Learning-based boundary detectors were then used to drive the model and 3D

mesh regularisation was used for soft shape preservation. Non-iterative SSM con-

straints were not applied here due to the nature of the vessel’s tubular structure,

ensuring that the method was strongly image-driven. NNs were again used for

boundary detection, and showed good accuracy for obscured vessel walls.

The aortic root segmentation results were comparable to the ground truth,

showing good quantitative and qualitative results. The framework’s implemen-

tation with manual preparation, which included manual labelling for SSM and

RF-MSL, produced the best quantitative results compared to other deformable

model methods. The automated method consisting of automated SSM generation

and NN-MSL showed promise, with comparable quantitative results to the state-

of-the-art and smooth regularised mesh surfaces. It is thought that improving

the position estimator in NN-MSL at full resolution would improve these results

further. The lymphatic vessel segmentation results also outperformed the state-

of-the-art, which was a method incorporating strong high-level constraints. The

proposed low-level approach was able to deal with inconsistent contrast in the

vessel walls, and avoided convergence at the valve-like structure.

The presented deformable modelling framework is reliant on accurate pose

parameter estimation, however given the good pose estimations from RF-MSL

and NN-MSL, this yielded good segmentation results. This reliance is clear from

analysing the aortic root MSL implementations in Chapter 4. Despite the NN-MSL

implementation producing similar orientation estimation and boundary detection,

its poorer position estimation caused it to yield slightly poorer quantitative seg-

mentation results. Furthermore it was shown that using the ground truth pose for
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initialisation yielded better overall segmentation than both RF and NN implemen-

tations. As such it can be deduced that any improvement to the pose estimation

can significantly improve segmentation.

For the lymphatic vessel segmentation in Chapter 5, MSL pose estimation was

replaced with an initial intensity-based segmentation. This was possible as there

were no other anatomical structures in the confocal microscopy images. However,

should the framework be used to segment vascular structures in other imaging

modalities, such as CT or MRI, then an MSL-like approach would be necessary.

It is thought that the performance of this pose estimation would be similarly crit-

ical to the segmentation. Tubular-like structures such as the vessels are simpler in

shape than the valve-like aortic root, and so it is assumed that it would be easier to

detect. However, the challenge now would be to detect the correct tube-like struc-

ture, and being able to distinguish between arteries and veins etc. Information

from more global structures might be necessary, and the proposed multi-resolution

pooling would be suitable for extracting such features.

The framework also works well on the condition that the initial model is not too

dissimilar to the object of interest. The B-spline-based mesh regularisation essen-

tially interpolates the initial mesh to look like the deformed mesh after boundary

detection. If the initial and deformed meshes are significantly different then the

resulting regularised mesh might be somewhere between the two, and not appear

like the desired object at all. As such the proposed B-spline mesh regularisation

can be thought of as mesh refinement.

Despite some limitations, given that pathological structures often do not have

topology changes, and given a sufficient number of training images and meshes, the

presented framework can be used for segmenting many anatomical structures. The

NN-MSL and NN boundary detection is capable of pose estimation and driving

the model without hand-crafting features specific to the object of interest. This

not only means that such classifiers may be treated as black boxes, but training

time is accelerated as the NNs learn the features capable of such classification.

169



6. Conclusion

It is also assumed that the B-spline mesh regularisation is capable of regularising

most mesh shapes, given that the initial shape is not too dissimilar and has the

same topology as the deformed shape.

6.2 Contributions

The contributions of this thesis are summarised as follows:

1. Non-iterative shape priors. High-level shape constraints were applied non-

iteratively for an element of shape preservation after large deformation. After

initial segmentation the image-driven forces were emphasised for flexible and

accurate segmentation. The advantages of this were shown in the aortic root

segmentation in Chapter 4. Applying iterative shape priors in a modified

ASM implementation became too restrictive for accurate segmentation, and

the proposed framework produced significantly lower quantitative results.

Furthermore, the proposed framework produced much more regularised sur-

faces than the state-of-the-art method with no high-level shape priors at

all [288]. This showed that some high-level constraint is necessary for more

complex shapes such as valves, and applying them non-iteratively produced

the best results.

2. Efficient model training. Automatic SSM generation and deep learning

components were combined to dramatically reduce manual work and model

preparation time. The clear advantage of automatic SSM generation is its

avoidance of extensive manual labelling, and it was shown in Chapters 3

and 4 that identifying automated correspondence yielded comparable over-

all segmentation to that with manual SSM constraints. Similarly, NNs learn

abstract features for suitable classification, which avoids the manual work of

hand-crafting such features. The learned features are capable of producing

comparable segmentation results, and in their current state are capable of

estimating similar object orientation and better object boundary detection

compared to the hand-crafted features.
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3. Mesh-based similarity metric. An SSM was generated by automatically find-

ing dense vertex correspondence using local transformations. Chapter 3

shows that the mesh-based metric improved local transformation estimation

compared to an image-based metric in noisy images. Furthermore, Chapter

4 shows that the automatically generated SSM yielded comparable segmen-

tation results to the manually generated SSM, showing that the current

approach is a good replacement for manual labelling.

4. NN-MSL with Multi-Resolution Pooling. Deep learning was proposed for

pose estimation which was capable of learning sufficiently abstract features.

In doing so it dramatically reduced the manual work needed for hand-picking

features suitable for identifying the aortic root’s pose. Multi-resolution pool-

ing was also integrated here, which significantly reduced the size of network

architectures, while still extracting information of global and local anatom-

ical structures.

6.3 Future Work

6.3.1 NN-MSL Extension

There are several aspects of the segmentation frameworks that can be further de-

veloped. Firstly, the NN-MSL pose estimation system can be built upon. For

completeness, a further NN-based estimator with multi-resolution pooling can be

used for estimating the object’s local scale. Although not needed for the case of

the aortic root as the local scale variance was low, for other anatomical objects

this often is not the case, and some estimation is necessary. Large local patches of

different scales can be extracted, and multi-resolution pooling can be applied in

the same way as described in Chapter 4. The NN may then classify which scale

has the highest detection score, and the scale with highest score is taken as the

local scale estimation. Figure 6.3.1 illustrates this, and readers are referred to

Chapter 4 for a theoretical description.

Secondly, at its current stage, the maximum image resolution where the ob-
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Figure 6.1: An illustration of 3D MSL with scale estimation. Ca is the position

estimator which finds high scoring (x, y, z) hypotheses, Πa. Cab finds the highest

scoring (x, y, z, ω, φ, θ) hypotheses Πab, and finally Cabc finds the highest scoring

(x, y, z, ω, φ, θ, Sx, Sy, Sz) hypothesis Πabc.

ject’s position can be estimated with NN-MSL is equal to the multi-resolution

pooling layer with the highest resolution. The estimation is then up-scaled to

full resolution. Therefore, it is proposed that an additional NN be used after the

current estimator to estimate the position at full resolution. It is believed that

NN inputs can be extracted from a local patch in full resolution in such a case.

Such an MSL system may be implemented as follows. 1) NN with multi-

resolution pooling used to estimate the object’s position within the entire image

domain. The estimation resolution is the highest resolution allowed by the multi-

resolution pooling, where large patches are extracted to incorporate global struc-

ture information. Implemented as described in Chapter 4. 2) An additional NN to

estimate position at full resolution, trained with inputs from smaller local patches.

High resolution local structure information used to fine-tune the estimation of the

previous estimator to full resolution accuracy. Both positive and negative train-

ing samples would be taken within close proximity of the ground truth. 3) NN

with multi-resolution pooling for orientation estimation, as described in Chapter

4. It is envisaged that improvement to the MSL position estimator would yield

significant overall segmentation improvement.

6.3.2 CNN-MSL

Furthermore, it is believed that CNNs would be suitable for pose estimation, and

that CNN-MSL be proposed. Conventional CNNs convolves a spatial kernel over

an image, and uses the back-propagation algorithm to adjust the appearance of
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the kernels. These kernels are essentially features which are learned to provide

suitable classification. Given that CNNs are highly suited to image recognition

due their spatial invariance, they would be suitable for recognising local patches at

different locations and orientations in the large volumes. However, it is currently

expected that information from both global and local structures are needed for

accurate estimation, which given a 3D CNN architecture, would require a very

large number of parameters to be optimised. Multi-resolution pooling was used

to alleviate this problem for NNs (Chapter 4), which extracted intensities from a

local patch to form an alternative patch representation on an irregular grid. How-

ever, CNNs assume that the topology of the input images are consistent so that

conventional convolutional operations can be employed. Applying a conventional

CNN architecture with multi-resolution pooling cannot be implemented, as spatial

convolutional operators cannot be performed on irregular grid structures.

A possible solution would be to essentially train two (or more) CNNs sepa-

rately, each with different kernel sizes and resolutions. This would ensure that

both global and local structures are represented in the model. These CNNs would

then have to merge at the fully connected layer, making the system singular,

rather than sequential. Figure blah illustrates this idea. Implementing such a

system would require optimising many parameters, and extensive work would be

required to implement a variant of the backpropagation algorithm, as propagating

the errors backwards through CNNs that are essentially “split” from each other

is not straightforward. However, if implemented correctly, it is hoped that all pf

the benefits that CNNs bring to image recognition can be utilised for MSL pose

detection.

6.3.3 CNN-BD

It is also believed that 2D CNNs are suitable for the boundary detection (CNN-

BD) of the lymphatic vessel wall. In the current framework, intensities from local

patches of 40×20 are extracted and inputted as individual nodes in a NN. A local

patch of this size is ideal for CNN image recognition, where convolutional layers

can generalise the patch, and pooling layers can reduce the number of parameters.
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Figure 6.2: Example of potential CNN implementation, capable of learning both

local and global features.

However, using a similar CNN approach for boundary detection in aortic root

segmentation may not be suitable. CNNs require a local patch that is large enough

to be able to convolve a kernel over, as this process yields a feature map smaller

than the original patch due to the nature of convolution. However, it is only

possible to extract a very small local patch for aortic boundary detection near

the LVOT, due to its obscured appearance as a result of blood flow. As a result,

multiple convolutional operations cannot be performed, and so sufficiently abstract

filters may not be learned.

6.3.4 Decaying Shape Constraints

In its current state, the implementation of the proposed framework for aortic root

segmentation is in sequential fashion. The initial segmentation can be thought

of as the first deformable segmentation component followed by applying the SSM

constraints. This is followed by an iterative process of the second deformable seg-

mentation component, without applying shape constraints. During this iterative

process the boundary detector search length is decreasing on every iteration, and
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so follows the following relationship;

sBD ∝ cs
1

i
(6.1)

where sBD is the boundary detector search length, i is the iteration, and cs is

a constant. Figure 6.3 (a) shows a reminder of this proposed framework from

Chapter 4.

(a) Proposed framework in this thesis.

(b) Proposed framework with decaying SSM weight.

Figure 6.3: Comparison study pipelines.

However, this can also be drawn in an ASM-like fashion (Figure 6.3 (b)), given

the binary condition below;

wSSM(i) =

1, i = 1

0, i > 1
(6.2)

where wSSM is the weight given to the prior shape constraints. In future work

it would be interesting to adjust the SSM so that it decays with each iteration,

following the below relationship;

wSSM ∝ cw
1

i
(6.3)

where cw is a constant.

It is thought that such an implementation might produce smoother mesh sur-

faces while still maintaining sufficient model flexibility. However, inevitably this

would require many more iterations to converge, resulting in a longer testing time.
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Furthermore the weighting parameter associated with the SSM constraints (wSSM)

is not easily determined, requiring trial-and-error for the best formulation. How-

ever, this implementation would provide an intermediate step between traditional

ASM [53], and the proposed implementation presented in this thesis, in terms of

flexibility and shape regularisation. It is envisaged that such a comparison would

prove very useful for even further development.

6.3.5 Application

Furthermore, after accurately delineating the aortic root, future work can consist

of segmenting the remaining vessel-like aortic structures. This includes the as-

cending and descending aorta, as well as the aortic arch. Accurate segmentation

of these areas would provide completeness for TAVI analysis (Chapter 1). By pro-

viding full segmentation and structure measurements for these additional regions,

clinicians may not only accurately plan the position and size of the prosthetic

valve, but also its route to the target region. It is proposed that the aortic root be

segmented using the approach presented in Chapter 4, and by using this knowl-

edge the remaining aorta be segmented using the approach presented in Chapter

5.

Another application of such complete segmentation would be for planning

pulmonary valve replacement (PVR). The pulmonary valve separates the right

ventricle from the pulmonary artery, which carries oxygen-poor blood to the

lungs for oxygenisation [99]. Pulmonary valve stenosis is a narrowing of the

valve which causes decreased blood flow to the lungs, causing chest pains, fatigue

and even sudden death. Like TAVI, percutaneous pulmonary valve implantation

(PPVI) [71, 133, 165] is an operation to insert a bioprosthetic valve with a tran-

scatheter. Commonly the catheter is passed through the pulmonary vein from the

groin all the way to the valve, before depositing the prosthetic valve in place. This

non-invasive procedure is extremely popular with clinicians, and medical imaging

is paramount for its success. It is assumed that similar segmentation challenges

would appear to aortic valve segmentation. The region between the valve and

the right ventricle, called the right ventricular output tract (RVOT) would be

extremely noisy due to inconsistent blood contrasts, however as demonstrated in
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Chapter 4 this can be dealt with. Such segmentation can help clinicians with

pulmonary valve measurement and operative planning in a similar way to aortic

valve segmentation.

Finally, it is believed that the proposed deformable modelling framework is

suitable for segmenting other large anatomical structures. Zheng et al. [285] and

Grbic et al. [100] have demonstrated that explicit deformable modelling is capa-

ble of segmenting numerous heart structures such as the ventricles, atriums and

valves, and Ling et al. [159] has demonstrated its use for liver segmentation. Given

sufficient training images and example meshes, it is thought that multilayer NNs

are capable of identifying features for accurate pose estimation and boundary de-

tection in such cases, and that the presented mesh regularisation technique can

smooth such surfaces. Furthermore it is thought that using NNs and automated

SSMs can significantly increase the preparation time of segmenting such structures

compared to this previous work [100, 159, 285, 288]. Chapters 4 and 5 have also

shown that the framework is capable of segmenting structures in multiple imag-

ing modalities. Interesting work may also be carried out by using the proposed

framework to segment other organs in modalities such as MRI and PET images.
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Appendix A

Evaluation Metrics

Euclidean Distance

Given two 3D coordinates pA and pB containing (x, y, z) dimensions, the Euclidean

distance is computed as follows;

d(pA, pB) =
√

(pAx − pBx )2 + (pAy − pBy )2 + (pAz − pBz )2 (A.1)

Where pAx is the x coordinate of pA, and pBx is the x coordinate of pB.

Point-to-Mesh Distance

The point-to-mesh distance provides an average error measure between two sets

of point coordinates, A and B, and is computed as follows;

PMD(A,B) =
1

n

N∑
i=1

d(pAi , p
B
i ) (A.2)

where d(pAi , p
B
i ) is the Euclidean distance between point i in set A, and it’s nearest

neighbour in set B. n is the number of points in set A. In terms of it’s application

to segmentation evaluation, A is often the ground truth coordinates while B is the

segmentation result. However, in many cases the number of coordinates in A and

B are not equal, therefore Equation A.2 can be biased towards one of the point

sets. It is therefore often necessary to calculate the symmetrical point-to-mesh
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distance instead.

PMD(A,B) =
1

n+m
(
n∑
i=1

d(pAi , p
B
i ) +

m∑
i=1

d(pBi , p
A
i )) (A.3)

Where d(pBi , p
A
i ) is the Euclidean distance between point i in set B, and it’s nearest

neighbour in set A, and m is the number of points in B.

Hausdorff Distance

Hausdorff distance provides a metric to quantify how far away the furthest point

in A is from any point in B [42], and is calculated as follows;

HD(A,B) =
n

max
i=1
|d(pAi , p

B
i )| (A.4)

where d(pAi , p
B
i ) is the Euclidean distance between point i in set A, and it’s nearest

neighbour in set B, and n is the number of points in A. The symmetrical Hausdorff

distance also considers the distance of the furthest point in B is from any point

in A to give a more accurate measure.

HD(A,B) = max(
n

max
i=1
|d(pAi , p

B
i )|, m

max
i=1
|d(pBi , p

A
i )|) (A.5)

Here, d(pBi , p
A
i ) is the Euclidean distance between point i in set B, and it’s nearest

neighbour in set A, and m is the number of points in B.

Area Overlap

Area overlap is a ratio quantifying the amount of overlap between two sets. In

terms of image segmentation, a positive sample may be a foreground pixel and

a negative sample may be background. The area overlap is therefore the ratio

between the segmented foreground pixels and the ground truth foreground pixels.

AO =
TP

TP + FP + FN
× 100 (A.6)

Where TP is the true-positive count (i.e. correctly classified foreground pixels),

FP is the false-positive count (incorrectly classified background pixels), and FN

is the false-positive count (incorrectly classified foreground pixels).
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Specificity

Specificity is the true negative rate in binary classification. The measure quantifies

the proportion of correctly identified negative samples as a percentage.

Specificity =
TN

N
× 100 (A.7)

Specificity =
TN

TN + FN
× 100 (A.8)

Where N is the total number of samples classed as negative, TN is the true-

negative count, and FN is the false-negative count.

Sensitivity

Sensitivity is the true positive rate in binary classification. The measure quantifies

the proportion of correctly identified positive samples as a percentage.

Sensitivity =
TP

P
× 100 (A.9)

Sensitivity =
TP

TP + FP
× 100 (A.10)

Where P is the total number of samples classed as positive, TP is the true-positive

count, and FP is the false-positive count.

Accuracy

Accuracy is a measure that quantifies the number of correctly classified samples

in a binary classification problem, as a percentage. It is the number of correctly

classifications divided by the number of classifications attempted.

Accuracy =
TN + TP

N + P
× 100 (A.11)

Accuracy =
TN + TP

TN + FN + TP + FP
× 100 (A.12)

Where N is the total number of samples classified as negative, and P is the total

number of samples classified as positive. TN is the true negative count, FN is the

false negative count, TP is the true positive count, and FP is the false positive

count.
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Appendix B

Symbols

The following lists describe important symbols used for describing the proposed

methods in Chapters 3, 4 and 5, and Appendix A.

Chapter 3: Dense Mesh Correspondence

A: Affine matrix containing rota-

tion and scale parameters.

b: Affine translation vector.

Er: Smoothness cost.

Es: Mesh-based similarity metric.

H: Number of mesh resolutions.

Is: Source image.

It: Target image.

Ms(Vs,Es,Fs): Source mesh with

vertices Vs, edges Es, and faces Fs.

M′
s: Transformed source mesh af-

ter one local transformations.

M′′
s : Transformed source mesh af-

ter two local transformations.

Mt(Vt,Et,Ft): Target mesh with

vertices Vt, edges Et, and faces Ft.

Ps: Subset of landmark vertices in

Vs.

Pt: Subset of landmark vertices in

Vt.

Qs: Subset of vertices in Vs that

are correspondent with Vt.

Q′s: Subset of vertices in V ′s that

are correspondent with Vt.

Q′′s : Subset of vertices in V ′′s that

are correspondent with Vt.
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T: Transformation.

Tg: Global transformation.

Tl: Local transformation.

Tl1 : 1st local transformation.

Tl2 : 2nd local transformation.

x: Mesh coordinates.

δ0: Initial control point spacing.

δh: φ spacing at resolution h.

ϕ: Regularisation term.

φijk: FFD control points.

Chapter 4: Aortic Root Segmentation

ak+1
j : NN activation of node j in

layer k + 1.

Bl,Bm and Bn: Basis functions of

the B-spline.

b: Shape parameters.

bk+1
j : Bias of node j in layer k+1.

Ca: Position space classifier.

Cab: Position-orientation space

classifier.

Cabc: Position-orientation-scale

space classifier.

Er: Smoothness cost.

Es: Mesh-based similarity metric.

f : Sigmoid activation function.

H: Number of mesh resolutions.

m: Shape variability parameter.

Ms(Vs,Es,Fs): Source mesh with

vertices Vs, edges Es, and faces Fs.

M′
s: Transformed source mesh af-

ter one local transformations.

Mt(Vt,Et,Ft): Target mesh with

vertices Vt, edges Et, and faces Ft.

n: Number of vertices in V .

P: Eigenvectors.

Pk: Pose parameter hypothesis.

Ps: Subset of landmark vertices in

Vs.

P′s: Subset of vertices in V ′s that

are correspondent with Pt.

Pt: Subset of landmark vertices in

Vt.

Sk: Parameter search step.

Sx: Local scale in x dimension.
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St
x: Mean ground truth local scale

in x dimension.

Sy: Local scale in y dimension.

St
y: Mean ground truth local scale

in y dimension.

Sz: Local scale in z dimension.

St
z: Mean ground truth local scale

in z dimension.

T: Transformation.

Tg: Global transformation.

Tl: Local transformation.

V: Original mesh vertices.

V′: Desired mesh vertices after

boundary detection.

wk
ji: Weight connection between

node i in layer k and node j in

layer k + 1.

x: x coordinate.

xt: Ground truth x coordinate.

y: x coordinate.

yt: Ground truth y coordinate.

z: x coordinate.

zt: Ground truth z coordinate.

δ0: Initial control point spacing.

δh: φijk spacing at resolution h.

θ: 3rd Euler angle.

θt: 3rd Euler angle ground truth.

λ: Eigenvalues.

µk
i : Input of node i in layer k.

Π: Optimal pose hypothesis.

Πa: High scoring position hy-

potheses in Ψa.

Πab: High scoring position-

orientation hypotheses in Ψab.

Πabc: High scoring position-

orientation-scale hypotheses in

Ψabc.

Υ: Matrix of S arrays υ.

υ: 1D array of 3D landmark coor-

dinates.

ῡ: Mean 1D array 3D landmark

coordinates.

φ: 2nd Euler angle.

φijk: FFD control points.

φt: 2nd Euler angle ground truth.

ϕ: Regularisation term.

Ψ: High dimensional search space.

Ψa: Position search space.
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Ψab: Position-orientation search

space.

Ψabc: Position-orientation-scale

space.

ω: 1st Euler angle.

ωt: 1st Euler angle ground truth.

Chapter 5: Lymphatic Vessel Segmentation

a,b,c,d,e and f : Ellipse parame-

ters.

C: Original contour points.

C′: New contour points after

boundary detection.

ccart
i : 2D contour of slice i in

cartesian coordinates.

cpolar
i : 2D contour of slice i in po-

lar coordinates.

fin: Haar filter output for inner

vessel wall.

fout: Haar filter output for outer

vessel wall.

l: Column search leeway.

N: Number of pixels in one Haar

rectangle.

scarti : Image slice i in cartesian co-

ordinates.

spolari : Image slice i in polar coor-

dinates.

T: Transformation.

t: 2D outlier threshold.

V: Original mesh vertices.

V′: Desired mesh vertices after

x: x coordinate.

y: y coordinate.

δ: Control point spacing.

µ: Pixel intensity.

φijk: FFD control points.

Chapter 6: Conclusions and Future work

cs: Constant associated with

boundary detector search length.

cw: Constant associated with

SSM weight.

i: Iteration.

sBD: BD search length.

wSSM: SSM weight.
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Appendix A: Evaluation Metrics

A: Set of 3D coordinates.

AO: Area overlap.

B: Set of 3D coordinates.

d: Euclidean distance.

FN: Number of false negatives.

FP: Number of false positives.

HD: Hausdorff distance.

HD: Symmetrical Hausdorff dis-

tance.

m: Number of coordinates in B.

N: Number of samples classified

as negative.

n: Number of coordinates in A.

P: Number of samples classified

as positive.

PMD: Point to mesh error.

PMD: Symmetrical point to

mesh error.

pA: 3D coordinate in A.

pB: 3D coordinate in B.

TN: Number of true negatives.

TP: Number of true positives.
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Appendix C

Acronyms

AAM: Active Appearance Model

AdaBoost: Adaptive Boosting

AO: Area Overlap

ASM: Active Shape Model

BD: Boundary Detector

CART: Classification and Re-

gression Trees

CNN: Convolutional Neural Net-

work

CNN-BD: Convolutional Neural

Network Boundary Detector

CNN-MSL: Convolutional Neu-

ral Network Marginal Space

Learning

CT: Computed Tomography

EM: Expectation Maximisation

FFD: Free-Form-Deformation

HD: Hausdorff Distance

HD: Symmetrical Hausdorff Dis-

tance

HOG: Histogram of Gradient

LDA: Linear Discriminant Anal-

ysis

LVOT: Left Ventricular Output

Tract

MDL: Minimum Description

Length

MRI: Magnetic Resonance Imag-

ing

MSDL: Marginal Space Deep

Learning

MSL: Marginal Space Learning
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NMR: Nuclear Magnetic Reso-

nance

NN: Neural Network

NN-BD: Neural Network Bound-

ary Detector

NN-MSL: Neural Network

Marginal-Space-Learning

PCA: Principal Component

Analysis

PET: Positron Emission Tomog-

raphy

PMD: Point to Mesh Distance

PMD: Symmetrical Point to

Mesh Distance

PPVI: Percutaneous Pulmonary

Valve Implantation

PVR: Pulmonary Valve Replace-

ment

RF: Random Forest

RF-BD: Random Forest Bound-

ary Detector

RF-MSL: Random Forest

Marginal Space Learning

ROC: Receiver Operating Char-

acteristic

ROI: Region of Interest

RVOT: Right Ventricular Output

Tract

SAVI: Surgical Aortic Valve Im-

plantation

SAVR: Surgical Aortic Valve Re-

placement

SHOG: Spherical Histogram of

Gradient

SPECT: Single Photon Emission

Computed Tomography

SSD: Sum of Squared Distance

SSM: Statistical Shape Model

SVM: Support Vector Machine

TAVI: Transcatheter Aortic

Valve Implantation

TAVR: Transcatheter Aortic

Valve Replacement

TPS: Thin Plate Spline
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