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Abstract
The use of representation learning has grown rapidly over the last decade, replacing pre-

vious methods of producing hand-crafted feature descriptors in favor of machine learning

algorithms which are able to form their own representation of the problem domain. Deep

learning approaches have seen performance increases in numerous applications, utilizing

advances in computational power and data collection to produce feature descriptor generating

architectures. The introduction of Convolutional Neural Networks (CNNs), and their ability

to learn spatially localized features, has seen representation learning in image analysis grow

unlike any other. Although the convolution operator in CNN architecture is well defined for

the regular spatial domain of the Cartesian grid, there are many application domains that do

not exhibit such regular spatial topology. Such domains may still contain features that exhibit

some spatial relationship, upon which a localized filtering operation like the one presented in

CNNs could provide further benefit. This work explores the use of representation learning in

such domains, presenting methods for learning features in irregular domains with applications

in human action recognition and medical segmentation.

Firstly, we present the use of unsupervised clustering as a method for learning primitive

behaviors for supervised action and interaction classification. The representation of primitive

gestures that compound to form higher-level behaviors is learned by an evolutionary algorithm

approach, identifying informative joints and samples that facilitate overall classification.

Following this, we explore the use of deep learning for producing learned feature descrip-

tors, focusing on their use in irregular spatial domains. We present a generalized formulation

of convolution and pooling operators that utilize a graph structure to represent underlying

spatial relationships between input features. We evaluate the proposed method in learning

localized features in domains where conventional CNNs are unable.
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The presented Graph-CNN operators are then used for learning multi-scale features across

multiple resolutions, relating information from global context to detailed local structures. By

creating a hierarchical sampling approach we are able to densely sample raw information

in the central region of focus, while sampling coarser information from a wider contextual

area. A multi-resolution Graph-CNN architecture is then able to learn descriptive features

from across multiple scales. An evaluative case study is provided in the context of medical

segmentation, identifying pose of small-scale anatomical structures.

To conclude, we use a Graph-CNN architecture to learn features on temporal information,

providing evaluation on human skeletal motion and evaluating its suitability as a representation

learning method for human action recognition on the irregular spatial topology of skeleton

models.
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1. Introduction

1.1 Motivations

In recent decades the use of machine learning methods has been widespread, utilizing a

plethora of approaches in order to learn underlying information within an application domain.

Numerous commercial and academic advances have made use of statistical pattern recogni-

tion methods, such as Random Forests (RFs) [8], Neural Networks (NNs) and Support Vector

Machines (SVMs) [9], for a range of applications; including object recognition, medical diag-

nosis, content recommendation, and language translation. An increase in computational power

and a growing pace of data acquisition has lead to great advances in machine learning ap-

proaches [10]. Previous state-of-the-art methods made use of hand-crafted features to represent

the underlying structure of the data, however the advent of representation learning methodolo-

gies has lead to the development of machine learning techniques which are able to self-learn

and optimize their feature descriptors based on the observed data. Such methods saw a sec-

ond resurgence in popularity with the introduction of spatially localized feature representations

provided by Convolutional Neural Networks (CNNs) [11], especially in image domain applica-

tions. In the years since, so called ‘deep learning’ architectures have been shown to continually

achieve strong results in numerous topics of research, such as the impressive object recognition

abilities of models such as ResNet [12] and GoogLeNet [13]. The development of the deep

learning strategy for representation learning stems from not developing hand-crafted feature

descriptors, instead relying on observed data to describe the function space of the problem to

be solved. Many deep learning architectures developed for image domain problems make use

of the regularly spaced array structuring of the input domain, such as the 2D Cartesian image

grid, in order to define a notion of spatial locality. Localized features are learned which are

generalizable with regards to their translation across the input domain, providing a reduced

set of parameters to optimize. This formulation of localization has benefited problems such as

image and volume recognition, however the benefits are less prominent for input data which

does not reside on a grid domain, limited in its ability to learn spatially localized information

due to the array input assumption.

The overarching motivation for this thesis aims to continue the current trend in delegat-

ing production of feature descriptors to the machine learning pipeline, avoiding the necessity

to produce hand-crafted descriptors. We describe several domain applications, namely non-

uniform sampling and human action recognition, upon which there are non-Euclidean spatial

relationships inherent to the problem. Previously such methods would require either that the

explicit spatial information be disregarded with Fully Connected Networks, or that the orig-
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1. Introduction

inal space be embedded into a regular Euclidean domain for use with Convolutional Neural

Networks. We explore the use of representation learning on domains which do not exhibit the

regular spatial topology assumed in conventional CNN implementations, presenting methods

for learning spatio-temporal features on the human skeleton model and a novel multi-resolution

sampling method for multi-scale features.

1.1.1 Human Action Recognition

The human action recognition field aims to develop understanding from the observation of

human behaviors for a variety of purposes, encompassing surveillance [14, 15] to human-

computer interactions [16, 17]. Human Action Recognition (HAR) is the process in which

a system attempts to label an observed sequence with a given action class label, and is closely

related to the wider field of understanding human behaviors or actions; which can include the

detection, segmentation and classification of behaviors within an observation [18–23]. The use

of image based data collection is common in human action recognition applications, however

the use of skeletal models to represent the structure of the human skeleton also helps to reduce

the data into a space parameterized by the spatial location of key points on the human body.

Numerous hand-crafted feature descriptors have been developed for human action recognition,

in both appearance and pose modalities, with promising results on numerous datasets within

the community [24,25]. Gains in the image processing field via deep learning approaches have

seen large improvements in accuracy for the image modality formulations of HAR [26], how-

ever the same methods are less prominent with pose based approaches. Such representation

learning methods on skeletal models have either ignored localized information in the input fea-

ture space [27, 28], or have made the assumption that such spatial information resides on the

2D Cartesian grid, in an attempt to use image processing operators [29,30]. This has motivated

the following work to explore the use of representation learning with skeletal information,

learning relationships between the joints on the human body and how such features relate to

the observed behaviors. Chapter 2 gives an overview of the field and various methods used

to develop models of human behavior for such applications, Chapters 4 and 7 aim to identify

methods for the data driven construction of reliable feature descriptors in human action recog-

nition; first via an evolutionary approach to feature selection in generating a bag of low level

gestures, and then by applying deep learning methods generalized to the irregular topology of

the human skeleton.
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1.1.2 Deep Learning on Irregular Domains

The growth of deep learning approaches in image processing has produced numerous feature

mining techniques to learn relationships between observed input data for tasks such as face

detection and object recognition. The development of convolutional neural networks has seen

the use of representation learning in image based problems become a prominent approach in

both research and industry. The main operators of the architectures, convolution and pooling

operations, exploit a well-defined and optimized kernel based scheme for learning localized

relationships of features on the Cartesian grid. Such formulation allows for translation of a

receptive field across an array domain, with efficient processing of convolutional neural net-

works on dedicated graphics processor units increasing the productivity and use of CNN ar-

chitectures [10]. Convolutional neural networks have been used for understanding problems

in images and video, learning spatio-temporal features from the grid, [26, 31, 32], however

the application of deep learning on non-uniformly structured inputs has either ignored spa-

tial information by using standard neural networks, or used a spatial embedding on the image

grid which may make assumptions regarding the localized relationship between features which

may be unsuitable [28–30]. Chapter 3 introduces the current state of deep learning approaches,

highlighting the need for developing methods able to learn spatially localized features in appli-

cations that do not fit the assumption imposed by convolutional neural networks. Chapters 5, 6,

and 7 are motivated by this aim to explore the utilization of deep learning methods for identify-

ing a feature representation which is able to compute spatially localized, informative features

on input domains which do not exhibit regular Cartesian grid topologies. Evaluation is pro-

vided in numerous example applications and case studies; applying the proposed Graph-CNN

to signal classification tasks, 3D anatomical detection and segmentation, and human action

recognition from skeletal pose.

1.1.3 Multi-scale Representation Learning

Much like conventional feature extractors, the use of deep learning for spatial feature min-

ing has made attempts to incorporate methods for learning features from multiple scales into

the descriptors they learn [33, 34]. Due to the regular Cartesian grid required by the convolu-

tional neural network operators, the use of multi-scale features has been limited to using either

multiple branches, each dedicated to a given scale [35, 36], or the use of shared or expanding

filters, in which a learned kernel is interpolated to cover a wider area of interest [37]. Re-

cent methods have used cascading approaches to gradually refine the resolution of prediction
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in detection problems [38], whilst others use ‘Multi-Scale Blob’ modules containing multiple

filters of different receptive sizes [39]. Applications of such multi-scale approaches are vast,

however notable examples include face detection in crowded scenes [39], medical segmenta-

tion [36] and time series understanding [40]. Methods with branching networks and modules

introduce an increased parameter set to optimize, and neglect explicit spatial relationships be-

tween the data on separate branches in the network. Shared kernels work well to represent the

same feature at different scales, which handle variation in feature scale well, but do not learn

singular filters which describe information across differing scales. Chapter 6 was motivated

by the aim to incorporate the spatial relationship between multiple scales into a deep learning

framework able to learn spatial features across numerous scales. The study utilizes the Graph-

based Convolutional Neural Network (Graph-CNN) method introduced in Chapter 5 to allow

spatial information across different resolutions to be analyzed within a single irregularly sam-

pled domain, avoiding the need for optimization of numerous kernels at varying scales whilst

retaining information about how the original resolution input has been sampled.

1.1.4 Objective

The current state of deep learning has led to numerous advances in a variety of domains, and

the use of Convolutional Neural Networks has seen improvements within the image processing

and pattern recognition community. The assumption of a grid-based input domain for Con-

volutional Neural Networks provides a constraint on the representations that can be learned,

producing kernels representing a local sampling and filtering operator. The issue with such

an assumption is that it places a prior requirement on the input data, with the array structure

defining the spatial relationships between elements in the input space. This assumption holds

well for images and other grid-based domains, where we consider a pixel to be closely corre-

lated with its neighbors, however there are domains in which there exists spatial relationships

between input elements but this array-based assumption does not hold. By dropping the as-

sumption of a regular domain topology we intend to open the learning of localized features

to such domains, instead providing a method of learning localized feature descriptors on the

graph representation of the domain. By relaxing this assumption we are able to maintain the

spatial information within the input domain without requiring such a domain to be arbitrarily

projected onto the Cartesian grid.

To this end, the overall objective of this work is to develop a method for learning feature

descriptors on domains that exhibit an irregular spatial topology. In evaluation of this approach
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we specifically apply this irregular domain representation learning in the tasks of learning

features across multiple scales and from temporal information. The proposed methods are

generalizable to a wide range of applications, given their use of the graph representation for

spatial localization, however several case study examples are used for evaluation. First, the

use of a generalized approach to localized filter learning is given in an example domain of

the irregularly sampled 2D grid, highlighting the shortcomings in convolutional neural net-

work assumptions in relation to domains with an irregular spatial topology. Multi-scale feature

learning of the relationships between highly detailed localized information and wider contex-

tual structure is then explored in the context of medical segmentation, detecting the aortic valve

of the human heart. Learning features from temporal motion on an irregular domain is then

evaluated in the context of human action recognition on the joints of the skeletal model.

Although we evaluate the use of the proposed Graph Convolutional Neural Network on

three specific problem applications, the method is applicable to numerous other domains. The

use of a graph representation of the input domain allows a given application to formulate

the neighborhood relationships on their input space. Using generalized graph construction

methodologies or node connectivity defined by the specific domain it is possible to construct

a graph representation of the problem domain which can be used within the Graph Convolu-

tional Neural Network architecture for the purpose of learning localized feature descriptors and

graph-based pooling operations. This objective follows our motivation in providing a localized

feature representation learning scheme for domains which do not hold to the array-based input

space assumption of CNNs.

1.2 Overview

With the motivations introduced in section 1.1, the aim of this study is to explore the use of

representation learning in domains with an irregular spatial structure, with applications in HAR

and medical segmentation problems. Common approaches in previous years have focused on

the production of specifically hand-tuned feature descriptors that are based on extensive ex-

pert knowledge of the problem domain. Recent developments in representation learning have

utilized deep learning architectures to learn such features from a large collection of observa-

tions. Despite their prominent usage in image domain problems, including recognition from

images and videos, the use of deep learning in determining informative spatial features from

topologies outside the Cartesian grids has been limited. In Chapter 4, we will present the use

of unsupervised clustering to learn localized temporal features for the purpose of supervised
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action and interaction recognition, with the gesture primitives used in a bag-of-words approach

being generated via a learned unsupervised clustering. In Chapter 5, we introduce the use of

Graph-CNNs for the task of learning localized features in irregular spatial topologies, exploit-

ing the deep learning approach by generalizing it to domains that do not satisfy the assumptions

required by convolutional neural networks. Chapter 6 utilizes such a Graph-CNN for efficient

simultaneous, end-to-end localized feature learning on local and global scales. In Chapter 7,

we then utilize the presented Graph-CNN operators to learn features from temporal informa-

tion, returning to the human action recognition problem by using the human skeleton as an

input domain for the purpose of human action recognition.

1.3 Contributions

The main contributions of this study can be seen as follows:

• A gesture learning scheme for a bag-of-words approach to action recognition.

We present a method for producing gestures for use in a bag-of-words approach to hu-

man action recognition. We dub the method ‘bag-of-gestures’, due to the use of spatio-

temporal action primitives in the classification of higher-level actions and interactions

from sequences of skeletal pose. The generation of action primitives is driven by a

hierarchical unsupervised clustering mechanism with an evolutionary hyper-parameter

optimization scheme. Observed sequences are selected and clustered based on the pop-

ulation’s identification of informative body locations, learning a generalized represen-

tation for the target action classes which is based on the observed data. Evaluation is

provided on the tasks of human action recognition and interaction recognition between

two individuals via the modality of human skeleton pose. The utilization of hierarchical

clustering as a mechanism for gesture generation provides improved stability in regards

to variation in observation timings when compared to previous methods in [41].

• A deep learning approach to learning localized features on irregular spatial domains.

An approach to deep learning of localized feature representations is presented which uti-

lizes a graph representation of the underlying spatial relationships between input features

in the domain of application. Graph-based Convolutional Neural Network operators are

introduced with a stable weight update scheme. The presented contributions provide

smoother weight optimization and an increased stability in regards to the derivatives ob-

tained when creating smooth spectral multipliers. An evaluation on a proof-of-concept
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domain is given, utilizing an irregularly sampled 2D grid upon which regular convolu-

tional operators cannot function.

• Local and global feature learning via a multi-resolution Graph-CNN.

We present a method for representation learning which incorporates local and global

scale features into a single spatial domain, producing a multi-resolution sampling scheme

of the input resolution. Previous methods of learning spatially related local and global

features have relied on either expanding kernels to learn the same feature at different

scales, or the use of branches for each scale. Both methods come with their own short-

comings, including increased network parameters or dissociated features. The intro-

duced method combines local and global information into a single filtering operation,

maintaining spatial relationships between features whilst avoiding the need to create

branching networks or filters for separate scales, such as those seen in [35–39]. A

case study is provided in the context of medical segmentation, utilizing multi-resolution

Graph-CNNs for segmentation of the aortic root in human body scans.

• Learning temporal features on domains with an irregular spatial topology.

We utilize the Graph-CNN operators to develop an architecture for learning features from

temporal information. An evaluation is provided on a graph of the human skeleton model

for the purpose of action recognition, learning features based on observed localized mo-

tion of bodily joints. A feature representation is learned by the Graph-CNN approach,

which relates a given frame to a class based on multi-scale temporal information from

preceding frames. Utilizing the proposed Graph-CNN operators enables localized fea-

ture descriptors to be constructed on the irregular spatial topology of the human skeleton

without resorting to an assumption of a regular Cartesian embedding as seen in [29, 30].

Outcomes from this thesis have also contributed to several publications as outlined in the List

of Publications. The key contributions of each paper related to the main body of work can be

summarized as follows:

M. Edwards, J. Deng, and X. Xie. From Pose to Activity: Surveying Datasets and

Introducing CONVERSE.

A detailed survey and discussion regarding the current state of the art in Human Action

Recognition and the datasets available to the community. Contributes to Chapter 2.
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M. Edwards and X. Xie. Generating Local Temporal Poses from Gestures with Aligned

Cluster Analysis for Human Action Recognition.

By utilizing hierarchical aligned cluster analysis and evolutionary selection of input fea-

tures we propose a method for learning a bag of low level gestures for the task of human

action and interaction recognition. Contributes to Chapter 4.

M. Edwards and X. Xie. Graph Based Convolutional Neural Networks.

We introduce a method that utilizes a graph representation of the spatial relationships

with a given input domain to provide a representation learning approach that learns lo-

calized features without requiring the array-based constraint of classical Convolutional

Neural Networks. Contributes to Chapter 5.

M. Edwards, X. Xie, R. Palmer, G. K. L. Tam, R. Alcock, and C. Roobottom. Graph

Convolutional Neural Network for Multi-scale Feature Learning.

We propose a method for learning features across multiple scales, producing a multi-

resolution patch which contains irregularly sampled spatial features. By representing the

multiple scales as a singular graph we are able to utilize the Graph Convolutional Neural

Network operators presented in Chapter 5 to learn feature descriptors without defining

multi-branched neural network architectures. Contributes to Chapter 6.

M. Edwards, X. Xie. Graph-Based CNN for Human Action Recognition from 3D Pose.

We propose a method that utilizes the Graph Convolutional Neural Network operators

presented in Chapter 5 to learn feature representations on a graph of the human skeleton

as identified by motion capture markers. Contributes to Chapter 7.
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1.4 Outline

The rest of this study is outlined as follows:

Chapter 2 Human Action Recognition:

We introduce the background to current works in human action and interaction recogni-

tion, looking at the development of feature representations for actions.

Chapter 3 Deep Learning:

This chapter introduces deep learning as a method of representation learning, highlight-

ing considerations required in domains which show irregular spatial topology.

Chapter 4 Unsupervised Learning of Gestures for Human Action Recognition:

This chapter explores the use of an evolutionary unsupervised segmentation method for

the extraction of primitive gestures for use in supervised classification of human actions.

Experimental evaluation of the method is given and discussed.

Chapter 5 Deep Learning in Irregular Domains:

This chapter introduces a method for end-to-end learning of feature representations on

problems exhibiting an irregular spatial domain. Graph convolutional and pooling op-

erators are introduced as an analogue to convolutional neural networks. Experimental

evaluation of the method is given in comparison to previous state-of-the-art methods.

Chapter 6 Graph Convolutional Neural Networks for Multi-Scale Feature Learning:

In this chapter we utilize the presented Graph-CNN operators to learn spatially related

local and global features in an end-to-end deep learning approach. We define a multi-

resolution graph to associate information at different scales for efficient feature learning.

A focal case study is given in the domain of medical segmentation. Evaluation and

results are given in comparison to state-of-the-art methods

Chapter 7 Graph Convolutional Neural Network for Temporal Feature Learning:

In this chapter we utilize Graph-CNN methodology to learn temporal features from mo-

tion capture sequences for action classification. An evaluation and discussion is given

on a public dataset in comparison to numerous state-of-the-art methods.

Chapter 8 Conclusions and Future Work:

We draw concluding remarks on the presented studies, looking to future use cases and

the potential for development.
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2. Human Action Recognition

2.1 Introduction

Recent advances in human motion, action and interaction recognition have shown a range of

practical real-world applications; including surveillance, synthesis of computer generated im-

agery, and human-computer interfaces [42]. The focus of the field has shifted several times

through the years, however there are still problems towards understanding complex classes and

maintaining high accuracy rates on significantly large datasets. Data modalities within the field

have been strongly aimed at understanding behavior from appearance based information (RGB

and grayscale images or videos), with the advent of the commercial depth sensor providing

resurgence in the study of pose-based understanding. The field has recently moved from the

previous methods of utilizing hand-crafted features for classifier training, towards more deep

learning driven approaches, learning feature representations from a set of observed data. The

use of both appearance- and pose- based information has been present since the early years

of the community, with numerous datasets produced for both modalities. Such datasets cover

a wide range of human actions, from low-level gestures up to complex activities or interac-

tions and have been implemented into numerous real-world applications. Given the popular-

ity and strength of deep learning methods such as Convolutional Neural Networks (CNNs),

which utilize learned localized features optimized for image and video domain problems, it is

understandable that Human Action Recognition (HAR) from appearance based data remains

prominent in the field.

The problem of understanding human behavior has lead to several approaches be adopted

in regards to a specific desired tasks; including recognition, segmentation, or detection systems.

Recognition, which we mostly focus on in this piece of work, aims to classify an entire obser-

vation, whether a sequence or a static image, with a single label [20, 43]. Detection methods

aim to localize a single action class within an observation; such systems may provide spatial

annotations, temporal annotations, or both [20, 44, 45]. Similar to this, segmentation methods

look to localize and label potentially numerous action classes within an observation, providing

a label for each time frame [46–48]. Different application domains make use of the different

approaches in various ways, for example surveillance applications will often make use of video

segmentation, whilst video retrieval tasks may query a database using keyword matching via

detection. Figure 2.1 gives an overview of the three different approaches.

The following chapter introduces the background to Human Action and Interaction Recog-

nition; discussing the use of differing modalities, the use of feature descriptors and the current

state of the art in the field. With this understanding of the field, we will look at the use of hand-
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Clapping	

(a) Recognition: Whole sequence is given single label.

Clapping	

(b) Detection: Single class label is temporally localized within a sequence.

Clapping	 Walking	Walking	

(c) Temporal Segmentation: Sequence is labeled on a frame-wise basis.
Note that spatial segmentation can also occur to localize within frames.

Figure 2.1: Comparison of human behavior tasks. Note that these methods can be expanded
to handle multiple subjects within view, interactions with objects, and multi-class labels for
individual frames.

crafted features and how the use of deep learning has been exploited to learn features from

both appearance- and pose- based information. We discuss the growth of the field from con-

sideration of generic emphasized actions towards the understanding of interactions between

numerous individuals. Datasets are analyzed based on a variety of key properties that influ-

ences their use for various HAR techniques, including number of action classes, complexity of

events and their application domain. Differing levels of abstraction within the understanding of

human behavior are described, detailing the nature between pose, gesture, action, interaction,

and activity. This will lead us into Chapter 4 and learning primitive gestures as descriptive

features, and Chapters 5 and 7 in which we explore the use of deep learning on the irregular

domains as a method for learning feature descriptors on the irregularly spaced human skeleton

graph.
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2. Human Action Recognition

2.2 The Development of Human Action Recognition

In the 1970s, Johansson presented a model of the human form that closely followed the biolog-

ical interpretation of human movement. The human skeleton representational model, based

in Gestalt principles that provide key interest points in the movement, allowed for human

actions to be accurately and consistently classified by observers in a reduced representation

space [49, 50]. Clearly information from this reduced space was still highly beneficial for

classification tasks. Such human representation schemes were then expanded by [51–56] to

develop computational models that are able to identify human walking behaviors. A review

of the field by [57] focused on the recognition of articulated movement and acknowledged the

benefit a priori shape models provided in solutions to HAR applications. In a further reduc-

tion of the feature space, [58] used 3D coordinate locations of 14 joints on the human body to

perform event recognition from a continuous sequence of ballet moves.

In following years, the use of pose-based information waned in favor of video and image

analysis, due in part to their ease of acquisition and relatively lower cost compared to the use

of motion capture systems at the time. Half a decade later, Aggarwal produced another re-

view of the field [59], discussing the fusion of both body part representation and motion of

the whole body. The review recognized the need for accurate tracking of body parts in human

action recognition tasks. Utilizing 3D estimation from 2D projections revealed the difficulty

in estimating the position of joints in the scene when using appearance based pose extraction

methods, which in turn was deemed to lower the generalization and predictive abilities of the

models developed. The review then draws light on the use of tracking motion without the

need to directly identify body parts; making use of image processing methods for appearance

based tracking such as bounding box locality [60] and mesh features [61–65]. By removing

the need to identify specific structures of the human model it is possible to learn information

from the generalized appearance in a localized scene about the body, representing actions in

terms of localized motion. Motion features from appearance based modalities became wide-

spread in human action recognition, developing descriptors of action classes which included

motion fields [66, 67], motion histories [67], Histogram of Orientation Gradients [68, 69], and

space-time interest points [70–72]. The subsequent introduction of the KTH and Weizmann

human action recognition datasets, providing a collection of sequences with which to evaluate

developed methodologies, resulted in a growth of appearance based approaches [71, 73]. The

two datasets provided numerous action classes for recognition and have seen vast use as a com-

parison dataset in the community. Despite this, both sets were representative of the time in the
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Figure 2.2: Example images from top) KTH dataset - punch, run, hand waving. bottom)
Weizmann dataset - bend, jump forwards, two-handed wave.

field’s development, being a composition of single camera recordings of individual subjects

performing discrete actions which are readily defined by a sequence of poses they contain. As

such, the feature descriptors developed during this phase of human action recognition worked

well in generalizing information on such observations, yet in more natural settings the descrip-

tors were less successful [74].

Following the release of the KTH and Weizmann action sets, Figure 2.2, recent appearance

based HAR approaches have moved towards attempting to understand complex interactions,

multiple subjects, and natural environments. Contextual understanding of the scene as a whole

has been explored in recent years, with [75] utilizing the behaviors of multiple subjects in the

scene to help obtain accurate classification of a given individual’s action. Further appearance

datasets are reviewed in [76] with identification of sets that provide classes for specific do-

mains and describing complex scenarios; including meta-source sets, multi-view recordings,

and repositories of long observations.

2.3 Human Action Recognition from Pose

In general machine learning applications there is the intent to model an underlying function

space via some feature representation embedding. Both high and low level features have been

shown to provide their own benefits to given applications of machine learning, especially with
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the development of the deep learning approaches identified in Chapter 3. Lower level features

in image domain problems tend to look towards relating pixel intensities with the underly-

ing problem, whilst higher level features attempt to learn relationships between lower level

features in order to develop some semantic understanding in how such features relate to one

another. Low and high level feature representations in human action recognition methodol-

ogy has been explored for decades, with low level features typically limiting the recognition

of classes to those with distinct spatio-temporal poses, such as the jumping jack, handshake

and high-five. Higher-level features further generalize on the lower level features to a point,

providing a deeper understanding of the observed data on a function to be modeled.

For the advancement of human action recognition problems, [25] suggested the considera-

tion of higher level 3D pose features as a benefit over lower level appearance features. Whilst

Yao acknowledged previous difficulties in obtaining accurate 3D pose features, it has since

become much easier to obtain relatively accurate pose tracking via the commercialization of

depth sensors. Such advances in pose capture and estimation techniques has enabled the col-

lection and release of numerous 3D human pose datasets for HAR. Much as the release of the

KTH and Weizmann datasets lead to an increase in appearance based feature descriptors, the

release of several depth based pose datasets has resulted in various features being developed

for the body pose domain; including joint-joint/joint-plane distances, motion velocities, and

histograms of joint orientations [25, 77–79]. Current human action recognition methods of-

ten make use of numerous modalities for recognition [80–83], with particular highlight on the

benefit of audio-visual fusion [84–86]. The development of depth-based datasets has grown

in recent years, however the use of appearance based methods is still prominent. Datasets in

both modalities have moved towards representing more complex human behavior and more

realistic environments and observations. It is worth noting that appearance based datasets are

still advanced in comparison to the depth based sets, mostly due to the ease of capturing and

the modality’s prominent use in several application domains.

2.4 Human Action Recognition Methods

Human action recognition methods and feature descriptors have been well studied in both

image and depth focused methodologies. Pose rich actions, those with a readily identifiable

sequence of key poses such as waving, clapping and walking, have shown strong performance

gains through the development of feature descriptors which utilize localized motion informa-

tion and template matching [87–89]. The number of public datasets on which to evaluate
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developed methodology on such primitive classes is vast, with sets beginning to trend towards

more realistic natural observations in recent years. Current feature descriptors produced for

the HAR domain have focused on the use of spatio-temporal features, such as Space-Time

Interest Points (STIPs) [24]. Schuldt et al. [71] utilizes space-time interest points for action

classification from video, developing a vocabulary of action primitives that train a Support

Vector Machine (SVM) classifier. Such STIP features identify spatio-temporal corners within

an XYT volume, located in regions of high image intensity variation along all three axial di-

rections. In a video this identifies spatial corners that exhibit high motion between consecutive

observed frames. The STIP extractor presented by Laptev [24] detects such spatio-temporal

corners across several spatial and temporal scales for a given in an observed sequence and

has been utilized extensively in action recognition [90, 91]. Blank and Gorelick et al. [43, 73]

presented the action event as an XYT volume utilizing silhouette masking of the observed

frame, extracting local saliency and orientation combined with global space-time features to

perform spectral clustering based classification. The authors note that the method works well

for scenarios where a known background is present, given the requirement to silhouette mask

the subject in the scene. Methods designed for action representation, segmentation and recog-

nition via appearance information has been reported in [92]; identifying the spatial features,

temporal model, temporal segmentation, and view invariance provided by each method for ap-

pearance based recognition. Appearance based information representation is once again evalu-

ated in [93], concluding that low level appearance features are able to achieve high accuracies

on benchmark datasets, with mid to high level temporal features providing further gains in sce-

narios featuring strong temporal structure. The introduction of learned feature representations

provided by deep learning methodologies has since seen favorable usage within human action

recognition from appearance. Indeed several architectures incorporating Convolutional Neu-

ral Network operations to learn localized features on the image and video domains has shown

strong performance gains in numerous benchmark datasets [31,94–96]. A study of recent deep

learning approaches in HAR for appearance modalities [26] shows that deep learning based

approaches are able to learn spatio-temporal features from a given dataset with good general-

ization capabilities, however they note that a limiting factor is the reliance on large datasets in

order to train models which avoid the overfitting problem. Further insight into the state of deep

learning for the purpose of human action recognition is discussed in Section 2.7.

For pose based recognition [97], the commercial depth sensor has become a well utilized

method of identifying human skeletal structures within a scene, providing representations of
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subjects with a standard underlying structure [98–101]. Often such pose estimation techniques

can make use of appearance and depth based information to predict the human pose in an ob-

servation using regressors such as Random Forests [102, 103], others make use of traditional

motion capture rigs to provide accurate 3D tracking [84]. The exploration into pose based

HAR lead to a resurgence in pose estimation techniques [25, 104–110], with numerous public

datasets for pose based method evaluation being released [84, 102, 108, 111, 112]. In addition,

many recognition methods have been developed which are more generic in their ability to use

both appearance and skeletal model derived features; focusing on the learning of similar rep-

resentative sub-action primitives, which are then verified using both appearance and skeletal

features [113–116]. Recent skeleton features have included relative position and motion in-

formation, such as joint-to-joint and joint-to-plane descriptors [25, 117–121], histograms of

3D joints [77], and manifold projections [122, 123]. During the rapid growth of representa-

tion learning methods in recent years, various methods for feature descriptors on skeleton data

have been proposed, with varying success. [124] proposes a method for learning feature com-

binations on low level motion and positional features, with aggregations of features being fed

to an optimization strategy which looks to minimize classification error returned by a non-

parametric k-NN model. Learning temporal features from skeletal information via recurrent

neural network architectures are presented in [27] and [28], however neither make use spa-

tially informative feature learning such as those provided in convolutional networks, instead

relying on Long Short-Term Memory and recurrent neural network approaches to learn motion

information between features.

2.5 Difficulty in Human Action Recognition

During the field’s development, some core problems have revealed themselves; namely, vari-

ation in execution style and appearance. Appearance artifacts are reduced in methods that

only consider the human skeleton model and the articulation of such a model, removing all

external appearance based stimuli. Despite the benefit of stripping away anecdotal image do-

main information, it is argued that this lack of appearance features may remove higher level

contextual information within a scene [117]. The use of a skeletal model of bodily motion is

also dependent on the reliable capture of such information, and that modality’s robustness to

noise. Motion Capture (MoCap) tracking systems often provide a high degree of fidelity under

well constrained conditions, with modern systems providing accurate spatial localization of

points on the surface of the body with a high temporal sampling frequency [125, 126]. Other
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methods make use of pose estimation techniques, attempting to extract accurate pose of the

human skeletal structure from image or video [21, 127, 128]. Such pose estimation methods

are themselves subject to noise within the scene, including occlusions and variance, and their

subsequent use in action recognition can be dependent on the viability of the pose estimation

portion of the pipeline [129, 130].

In recent years the field has returned to appearance based information as the main domain

for action recognition, utilizing deep learning operators optimized towards image domain prob-

lems to learn generalized features which aim to be more robust to small variations in appear-

ance. Such representation learning schemes have shown promising results, just as they have in

other applications within the field of image processing [26]. In addition to spatial appearance

differences, temporal execution variation has a strong impact on the ability to recognize events.

Variations in execution speed of sequences and the ordering of primitive gestures in higher-

level activity classes can have damaging effects on the performance of numerous algorithms.

Several methods attempt to utilize some scale invariant features for detection tasks, producing

features which are more robust to the effects of zooming or temporal stretching [43, 115, 131],

however such methods can present computationally expensive multi-scale extractors.

In activity recognition problems where a sequence of primitive actions are compounded

into some larger semantically meaningful task, such as ‘setting a table’ or ‘cooking a meal’,

there can be significant variation in the execution styles. Certain activities or sub-activities

may exhibit a definitive order in which action primitives and gestures must be executed, often

described as a sequence of key poses [101, 132–134]. Such behaviors can often be classified

well by methods that consider sequence matching in some form, and indeed pattern recogni-

tion approaches work well in these classes. The more variation execution style of higher level

activities is more challenging, with bag of words style approaches attempting to handle the nu-

merous possible paths an observed event can take in order to complete its goal. Current datasets

are moving towards representing more complex interactions and activities, however a plethora

of datasets are available for the action recognition problem in which basic primitive classes are

observed, such as ‘punching’ and ‘kicking’. The problem of execution length variation soon

became a key focus of HAR methods, and methods such as Dynamic Time Warping (DTW)

have been used to align two sequences of actions whilst taking temporal variance into account.

Utilization of DTW for action recognition, adapted from [135] by [136, 137] and expanded on

by [115, 138–140] has been used to compare sequences of differing execution length. Despite

DTW’s success in time series analysis problems, the method has also come under criticism,
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especially when representing highly periodic actions [111] or actions where the temporal ex-

ecution rate is considered a defining feature, such as walking versus running [134]. As a

response, exemplar based methods make use of key poses analogous as a series of checkpoints

frames which must be observed to compose a given action, and therefore are believed to not

require a time warping alignment phase [141, 142]. These developed methodologies seem to

provide reliable accuracy for the publicly available datasets on which they are often validated,

despite their variance in execution rates and styles, by removing superfluous frames from the

representation space.

Another key issue in the community is the lack of methods able to extend beyond the

recognition of simplistic behavioral classes. [92] reports upon the predictive accuracy of meth-

ods that are evaluated on the KTH, Weizmann and IXMAS datasets; showing that in recent

years the level of accuracy can often reach over 90%. State of the art performance accuracy

is also reported within [143], with older datasets often reporting the highest number of cor-

rect classifications. Indeed it can be observed that current deep learning approaches applied

to appearance information often perform well on current datasets in comparison to previous

methods which utilize hand-crafted feature descriptors [26]. In [143] and [26] it is shown that

those datasets more representative of real world observations tend to challenge current meth-

ods within the community; such as Hollywood1/2, HMDB51 and Olympic Sports. This sug-

gests that current HAR methods are now able to easily classify the relatively simplistic classes

presented in established datasets, but that the community requires challenging with complex

scenarios. Previously the generation of datasets has been the issue, however recent advances in

generating large datasets which are representative of real-world observations has been shown

to improve the robust training of models within applications such as deep learning [144, 145].

Such datasets have at first been challenging for their respective fields, however such advances

are required to further understand the topics at hand and the release of larger human action

recognition datasets is becoming more prominent [112].

2.6 Evaluating the Current State of Human Action Recognition

Datasets

Numerous HAR datasets have been produced and publicly released in the last two decades for

the purpose of detecting and identifying action events in an observed scene. Many of these

sets allow cross-comparison of proposed methodologies, becoming key benchmark sets for
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the field. Due to the vast number of available datasets and their intended usage, it is important

to carefully consider which sets allow an appropriate validation of the proposed method.

Variations between sets can be seen in many attributes of the sets, from number of class to the

modality of capture. Numerous modalities for observing human behaviors are now possible;

including RGB videos, depth maps, accelerometers and marker based motion capture. The

field has developed over time to represent higher-level behaviors, from simple gestures to

discrete actions, activities to complex interactions. Some datasets make use of original data

collection, allowing a degree of control over certain parameters within the data collection

methodologies, others use meta-data collected from video clips from publicly available

sources. There tends to be a correlation between sets that collect their own original data, an

expensive task, versus those able to collect a vast quantity of samples from films and online

videos. Meta-sets tend to have large amounts of variation between individual sequences,

however they are also among the largest of the datasets, with some meta-sets containing

thousands of sequences [146, 147]. Labeling of observations also impacts on the intended

usage of the set. Numerous sets have ground truth labels for an entire sequence; however many

are either manually segmented out of a continuous sequence of multiple actions, or are left for

users to perform labeling before their use. Ground truth labeling on a frame-by-frame basis

is rare, due to the complexity in determining the exact frame at which an action begins, how

methods for automating such processes are increasing in the field, further expanding available

data [148].

In the following sections we discuss key datasets shown in Table 2.1 and their composition,

exploring the coverage of the field and highlighting potential areas for new datasets. By looking

at the data collection modality, the size of sets and the types of behaviors observed we present

a baseline for why the field should move towards larger datasets of more complex behaviors in

order to fully push the abilities of the deep learning methodologies currently being used.

2.6.1 Modalities

In Table 2.2 we cluster the datasets based on how they represent the observed behavior events;

video, depth maps, skeletal tracking, MoCap marker tracking, IMU, and audio. The vast ma-

jority of sets in HAR make use of vision, especially since the resurgence of appearance based

information resulting from the growth of deep learning and CNNs. Feature descriptors inves-

tigated are often domain specific, therefore understanding the modality presented by a dataset
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Table 2.1: Comparisons of key action recognition datasets, detailing the presented modali-
ties, download location, associated descriptive publications, and number of simultaneous view-
points.

Name Modality URL Description Views

50 Salads RGB-D, IMU [149] [150] 1
BEHAVE RGB [151] [152] 2
Berkeley MHAD RGB-D, IMU, Audio, MoCap [153] [84] 14
BIT Interaction RGB [154] [155] 1
CAD120 RGB-D [156] [45] 2
CAD60 RGB-D [156] [157] 2
CASIA RGB [158] [159] 3
CAVIAR RGB [160] [161] 1, 2
CMU MMAC RGB, MoCap, IMU [162] [113] 6
CMU MoCap MoCap [163] - 1
CONVERSE RGB-D [164] [118–120] 1
Drinking/Smoking RGB [165] [166] 1
ETISEO RGB [167] [15] 1, 3, 4
G3D RGB-D [168] [169] 1
G3Di RGB-D [170] [171] 1
HMDB51 RGB [172] [146] 1
Hollywood RGB [173] [174] 1
Hollywood-2 RGB [175] [176] 1
Hollywood3D RGB-D [177] [178] 1
HumanEVA-I RGB, MoCap [179] [180] 7
HumanEVA-II RGB, MoCap [179] [180] 4
IXMAS RGB, Silhouette [181] [182] 5
JPL RGB [183] [184] 1
K3HI RGB-D [185] [186] 1
KTH RGB [187] [71] 1
LIRIS RGB-D [188] [189] 1
MPI08 RGB, IMU, Laser Scan [190] [191, 192] 8
MPII Cooking RGB [193] [194] 1
MPII Composite RGB [195] [196] 1
MSR Action-I RGB [197] [198] 1
MSR Action-II RGB [197] [199] 1
MSR Action3D RGB-D [197] [102] 1
MSR DA3D RGB-D [197] [111] 1
MSR Gesture3D RGB-D [197] [200] 1
MuHAVi RGB, Silhouette [201] [202] 8
Olympic Sports RGB [203] [204] 1
POETICON RGB, MoCap [205] [206] 7
Rochester AoDL RGB [207] [208] 1
SBU Kinect Interaction RGB-D [209] [108] 1
Stanford 40 Actions Image [210] [25] 1
TUM Kitchen RGB, Markerless MoCap, RFID [211] [212] 4
UCF101 RGB [213] [147] 1
UCF11 RGB [214] [215] 1
UCF50 RGB [216] [217] 1
UCF Sport RGB [218] [219] 1
UMPM RGB, MoCap [220] [221] 1
UT Interaction RGB [222] [223] 1
ViHASi RGB, Silhouette [224] [225] 40
VIRAT RGB [226] [227] -
Weizmann RGB, Silhouette [228] [43, 73] 1
WVU MultiView RGB [229] [230, 231] 8
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Table 2.2: Comparison of provided data and presence of dedicated validation sets.

Datasets

Data

RGB/Greyscale All sets except CMU MoCap

MoCap Berkeley MHAD, CMU MMAC, CMU MoCap, HumanEVA-I, HumanEVA-II, POETICON, TUM
Kitchen, UMPM

Depth 50 Salads, Berkeley MHAD, CAD120, CAD60, G3D, G3Di, Hollywood3D, K3HI, LIRIS, MSR
Action3D, MSR DA3D, MSR Gesture3D, SBU Kinect Interaction, CONVERSE

Skeleton Berkeley MHAD, CAD120, CAD60, G3D, G3Di, K3HI, MSR Action3D, MSR DA3D, SBU Kinect
Interaction, CONVERSE

IMU 50 Salads, Berkeley MHAD, CMU MMAC, MPI08, TUM Kitchen

Audio Berkeley MHAD, POETICON

Laser Scan MP108

Appearance sets Pose sets

Train/Test split

Yes Drinking/Smoking, ETISEO, Hollywood, Hol-
lywood 2, IXMAS*, KTH, Olympic Sports,
Rochester AoDL*, Stanford 40 Actions, UCF101,
UCF11*, UCF50*, UCF Sport*, UT Interaction,
ViHASi*, VIRAT*, Weizmann*, WVU MultiView-
I, WVU MultiView-II

Hollywood3D, HumanEVA-I, HumanEVA-II,
LIRIS, MSR Action3D, SBU Kinect Interaction,
TUM Kitchen*, CONVERSE*

No BEHAVE, BIT-Interaction, CASIA, CAVIAR,
HMDB51, JPL, MPII Cooking, MPII Composite,
MSR Action-I, MSR Action-II, MuHAVi

50 Salads, Berkeley MHAD, CAD120, CAD60,
CMU MMAC, CMU MoCap, G3D, G3Di, K3HI,
MPI08, MSR DA3D, MSR Gesture3D, POETI-
CON, UMPM

1 provided in description paper via Leave Out cross validation methodology

will impact on the choice of features used to describe each sequence.

Video

Appearance based HAR makes use of datasets that are often collected via still images or video,

as cameras can provide a relatively cost effective method of obtaining both real-world and

staged execution samples from both a laboratory or real-world environment. In Table 2.1 it

can be seen that all of the datasets presented contain some form of video or appearance based

data (except CMU MoCap, K3HI and UCF iPhone), therefore in Table 2.2 we omit the video

data. The quality of the recordings varies greatly between sets, with some specializing in

evaluating action detection and recognition in low quality or small-scale recordings. High

intra-set and inter-sequence variation in image quality, camera motion, scale and viewpoint are

common in meta-data sets that collect observations from multiple sources, such as UCF101,
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UCF50, UCF11, Hollywood, Hollywood-2 and HMDB51, and these pose a more realistic

problem to the community. Visual based HAR can provide an intuitive representation of the

scene, however there can often be superfluous information contained within an observation that

negatively impacts on the reliable global recognition of a given action; therefore, appearance

based modalities can often make use of subject localization and background removal, coupled

with the extraction of descriptors such as STIPs, Histogram of Oriented Gradients (HoG),

Histograms of Optical Flow (HOF) or local regions of motion features to enable the global

recognition of actions regardless of background information or subject-specific appearance.

Many depth-based datasets also provide simultaneously captured video representations of their

data; this appearance data can either be omitted from the learning, or combined to form a

multi-modal system. Of the appearance-based datasets, the KTH and Weizmann datasets have

been cited the most for single action recognition method evaluation. For appearance based

interaction recognition the CAVIAR, Hollywood and UT Interaction datasets have been used

frequently by the community.

MoCap

Motion capture concerns the recording of numerous markers placed upon the body by multi-

camera systems, providing accurate tracking of the markers within a volume over time. MoCap

often provides a method of capturing a spatial ground truth for the marker locations within the

scene, being used as a stand-alone modality or augmenting datasets captured through other

methods. MoCap systems are often calibrated using built in software and a calibration tool,

allowing all cameras to be spatially and temporally synchronized, increasing confidence in the

marker tracking. Placement of the markers varies between datasets and as such datasets which

make use of MoCap provide details of the marker placement on the body, allowing semantic

affordance to be applied to each marker. MoCap can be seen as a cost-expensive method of data

collection, often requiring dedicated systems, however the generation of a spatial ground truth

and reliable pose tracking method is of great benefit when developing pose from appearance

or pose based action recognition methodologies. Despite this, an implementation of marker

based MoCap systems in a real world environment is impractical, requiring individuals to wear

a motion capture suit to be detected by the system would provide little benefit to the user; as

such there has been some effort has also been made to produce human skeletal tracking without

the use of markers from simple RGB image recording [212] and from depth maps [102].

Of the HAR datasets that utilize MoCap, the HumanEVA, Berkeley Multimodal Human
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Action Database (MHAD) and Carnegie Mellon University (CMU) MoCap datasets are most

commonly used. The HumanEVA dataset provides a set of evaluation metrics for the purpose of

action recognition, Berkeley MHAD provides a detailed dataset containing multiple modalities

for fusion based action recognition, and the CMU MoCap dataset contains a vast number of

continuous sequences which can be used for action detection and sequence segmentation.

Depth

The production of a consumer level depth sensor, most notably the Microsoft Kinect, coupled

with efficient and accurate joint tracking software has provided the HAR community with

an inexpensive method of collecting 3D poses of a subject performing actions within a scene

[99–101]. This has allowed for the development of methods that represent the action as a series

of key poses or bag of words model [118, 132, 133], extracting the key frames that describe

the overall action event. Datasets such as 50 Salads, Berkeley MHAD, CAD120, CAD60,

G3D, G3Di, K3HI, LIRIS, MSR Action3D, MSR DA3D, MSR Gesture3D, and SBU Kinect

Interaction all make use of the Kinect depth sensor to collect data providing the depth map of

the scene. The Hollywood3D set utilizes commercial films that have been recorded using a 3D

stereo camera system to provide depth maps. By obtaining a 3D pose estimation of the subjects

within the scene users are able to, given accurate tracking, generate pose, scale, and appearance

invariant features for the purpose of HAR that include joint trajectories, joint-joint distances,

joint-plane distances, and joint motion histories. Many of the depth datasets captured using the

Kinect provide the associated estimated skeleton representation of the individual, tracking a

number of joints across the scene. The number of joints tracked and the position of the provided

markers often depends on the method used to extract the skeleton; those using the Microsoft

Kinect SDK often provide 20 points, whilst those using the OpenNI standard track 15 joints

on the body. The selection of joints often aligns with the major joints of the human body, and

so provides an estimation of limb motion. Currently the use of depth sensors are limited to a

viewpoint that is in a roughly front-on position due to the method of estimating depth, using

distortions of infra-red projections into the scene which is then captured by a receiving sensor.

This method has little ability to handle scene occlusions that can cause shadowed regions in

the depth map, resulting in lost or noisy tracking in the extracted skeletons.

The most prominent depth datasets for single person actions include those presented by

the Microsoft Research group, namely the Action3D and DA3D datasets. Despite the small

number of samples and action classes provided by the MSR Action3D dataset there has been
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Table 2.3: Comparison of dataset interaction types. Note that datasets can contain instances of
several types of behaviors based on the labeling it provides.

Appearance sets Pose sets

Event type

Action CASIA, CAVIAR, Drinking/Smoking, ETISEO,
HMDB51, Hollywood, Hollywood-2, IXMAS,
KTH, MSR Action-I, MSR Action-II, MuHAVi,
UCF11, UCF Sports, ViHASi, VIRAT, Weiz-
mann, WVU MultiView-I, WVU MultiView-II

50 Salads, Berkeley MHAD, CAD120, CAD60,
CMU MoCap, G3D, Hollywood3D, HumanEVA-
I, HumanEVA-II, LIRIS, MPI08, MSR Action3D,
MSR Gesture3D, POETICON, TUM Kitchen,
UMPM

Interaction:
Person - Person

BEHAVE, BIT Interaction, CASIA, CAVIAR,
ETISEO, Hollywood, Hollywood-2, JPL, UT In-
teraction

CMU MoCap, G3Di, Hollywood3D, K3HI,
LIRIS, POETICON, SBU Kinect Interaction,
UMPM, CONVERSE

Interaction:
Person - Object

ETISEO, MPII Cooking, MPII Composite, VI-
RAT

50 Salads, CAD120, CMU MMAC, LIRIS, PO-
ETICON, TUM Kitchen, UMPM

Activity CASIA, MPII Composite, MuHAVi, Olympic
Sports, Rochester AoDL, Stanford 40 Actions,
UCF101, UCF11, UCF50, UCF Sports, ViHASi

50 Salads, MSR DA3D, CAD60, LIRIS, TUM
Kitchen, CONVERSE

a vast number of citations for its use as an evaluation dataset. For person-person interactions

there are few datasets available which make use of depth based data; the K3HI and SBU Kinect

Interaction datasets provide sequences of single executions of a given interaction, analogous to

those provided by the BIT Interaction and UT Interaction appearance datasets, however their

recent release may reflect their low citation and usage for evaluation of pose based methods.

Other

Various other methods of data capture have been used for HAR purposes, including the use of

audio recordings [84, 232] and IMUs [84, 233, 234]. These methods can provide reasonable

classification results on their own, however they are often used in a multi-modality system to

improve the accuracy rates of single modality methods. These datasets are beyond the scope

of this survey and omitted for brevity.

2.6.2 Behavior Types

Human behaviors are often a set of events with differing levels of abstraction and complexity,

producing a problem for human action recognition methods to learn. Identifying primitive

gestures with definitive poses can be straightforward in comparison to learning semantically

broad compositions of unordered interactions. Therefore to aid comparison between HAR class
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types we shall first define some assumptions made about terminology we wish to use. Many

class labels provided within HAR datasets can often be relabeled to fit within a different level

of abstraction, however we attempt to use common terminology found across the community,

with an overview provided in Figure 2.3 and a summary of the datasets in Table 2.3. Example

images from datasets that describe differing levels of abstraction are given in Table 2.4.

Pose An atomic observation of the spatial arrangement of a human body at a single temporal

instance, e.g. ‘Arm above head’.

Gesture A temporal series of poses on a sub-action scale, sometimes described as action prim-

itives e.g. ‘Arm moves left’.

Action A series of gestures which form a contextual event, e.g. Repeated gestures of arm

moving left and then right can be contextual described as an ‘overhead wave action’.

These are the most commonly used class labels found within current datasets, describing

single actions executed by a subject including ‘run’, ‘jump’, and ‘wave’.

Interaction A pairwise or reciprocal action is committed by two entities on each other. Each

entity therefore has a single action that reflects its state compared to the other entity, i.e.

consider the action of person A shaking the hand of person B; A executes the action of

shaking the hand of B, B executes the action of having their hand shaken by A, together

this pairwise action execution can be described as that of a ‘handshake’ interaction. For

the purpose of action recognition interactions are often further divided into differing

interaction types based on if the entities include people, objects or groups. For this study

we have omitted group interaction datasets due to space limitations.

Person-Person An action is committed directly by one individual upon another. This

definition does not include crowded scenes in which an individual performs a single

person action with other subjects in the environment. The class labels in a P-P

interaction treats the interaction as a single entity, rather than two separate single

person actions, e.g. we consider the class ‘punching’ as an interaction between

person A, the puncher, and person B, the individual being punched.

Person-Object An action is committed directly by one individual upon an object. This

includes the manipulation of objects. We consider class labels such as ‘lift chair’

and ‘open box’ as person-object interactions as the actions ‘lift’ and ‘open’ are

performed on the objects ‘chair’ and ‘box’ respectively.
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Table 2.4: Example frames of currently available depth based human action recognition
datasets. Images are provided here to give insight into the types of classes provided by pose
based data.

Action Type Dataset Example frames

Action Berkeley MHAD

Action HumanEva

P-P Interaction SBU Kinect Interaction

P-O Interaction 50 Salads

Activity MSR DA3D

Activity TUM Kitchen
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Groups Characterized as interactions carried out between a collected entity of more

than two individuals. Group interactions can include inter- and intra-group behav-

iors and the interaction of the group on other objects, individuals, or even other

groups. These often form their own subsets of group behaviors.

Activity A collection of actions and/or interactions that compound to describe a high level

event. These are common within the sets that describe daily behaviors, e.g. ‘cook a

meal’ and ‘tidy room’ can often include numerous actions and interactions that are ex-

ecuted. Each action and interaction can therefore be thought of a sub-activity event in

such scenarios. Activity is also used to describe the daily activities, a more realistic

observation execution than the exaggerated instances such as ‘punch’ and ‘kick’.

A common scenario presented within HAR instances is that of a single person executing

a singular action, in which an individual actor performs an action with no interaction to other

individuals or objects, such as within KTH, Weizmann, MSR Action, and MSR Action3D. In

recent years, interaction datasets have become more prominent, often displaying actions where

one actor performs an action upon which another actor is the recipient. These interaction sets

can still exhibit behaviors that are quite well defined, with a single instigator and a single recip-

ient, such as punching, pushing and move towards. The most notable interaction sets include

BIT Interaction, UT Interaction, K3HI, and SBU Kinect Interact datasets. There also exists in-

teraction classes that are more complex in their composition, involving multiple entities, object

manipulation or requiring higher level semantics; these are prominent in the TUM, BEHAVE,

VIRAT, ETISEO, and POETICON datasets. The higher-level activity datasets often provide

observations of an entire task being carried out and require the understanding of the sub-activity

actions and interactions being carried out over the course of the recording. In the current sets

there are often annotations of low-level actions that are encompassed within a higher-level

activity context, with sets such as MPII Composite, 50 Salads and TUM Kitchen providing

annotations of both levels of abstraction and the objects that are subject to interactions during

the course of the activity.

The choice of classes that are performed by the actors is a key motivation in the generation

and usage of the proposed dataset. Often the actions executed are those of a visually definable

nature, comprising single executions of a discrete action that contains key poses and gestures.

The complexity of the problem can then be increased by observing multiple executions of ac-

tions in a sequence, either with distinct boundaries between the classes or with a natural flow
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Figure 2.3: Levels of abstraction within human action recognition.
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between different classes. These are all complex issues that are the focus of the community,

with segmentation methods often utilized to separate out actions from a continuous sequence.

Judging the difference in complexity between two classes can be subjective, depending upon

the subtlety of gestures, the context of any interactions, and the spatio-temporal rigidity of the

executions; subtle gestures, for example, may well present a more complex recognition prob-

lem than the simplest of activity classes. We can however make some generalized assumptions

about the complexity within the different abstraction levels. Lower levels of abstraction such as

pose and gesture should provide fewer challenges to the field in its current state, while higher

levels of abstraction, especially those involving interactions between two or more entities, still

remain a challenging issue.

Obviously with the definitions of the action types presented there can be some overlap

in how to handle events in which an entity is not only interacted with, but also pivotal to

the context of the label. Consider the class label ‘smoking’, this event can fit both into the

definition of a singular action in which the object is explicit to the action, a person-object

interaction between the person and cigarette, and also into its own activity class in which

smoking is the task executed. Consider also the class label of ‘pushing’; this may be a class

label that can be readily classified as a single action, person-person interaction, or person-object

interaction depending upon the entities present, and also as an activity if there is a contextual

background to the event. This highlights the complexity in describing class labels and requires

the careful consideration of overlaps that appear to be presented between datasets with similar

action classes. To further this point, we ask should the community consider an interaction

as its own complete class, or should the system understand the states occupied by all entities

within the interaction, i.e. the class label of ‘pushing’ may be deconstructed into sub-classes

that describe the action of the instigator and the reaction of the recipient. Many interaction

datasets handle the class labeling as a single complete unit of interaction, often reliant on the

action committed by the instigator, e.g. K3HI, SBU Kinect Interaction, and UT Interaction.

However the TUM Kitchen, 50 Salads and MPII Composite sets explicitly annotate the states

of both entities to define the person-object interactions for the purpose of activity recognition.

The use of a single interaction class that encompasses all sub-divisions of that interaction may

provide learning that is broad and resistant to variation of intra-class behaviors; however by

learning the sub-divisions of an interaction class, considering the different actions and reactions

as their own states, there may be an ability to learn more effective boundaries for execution

variations. For this study we have considered and evaluated upon the class labels provided by
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the original datasets; however we invite the community towards potentially defining multi-scale

class labeling for the purpose of action and activity recognition.

2.6.3 Sizes

The size of a dataset, not just in the number of sequences but also in the range of different

action classes and participants, can impact on its suitability for method evaluation. Training

of deep learning classification networks, especially in situations with complex function spaces,

often requires large datasets to provide generalized features which are representative across

observation variation. Testing on a small-scale dataset can provide misleading results during

analysis that may not be replicated when introducing more class labels or observations, due

in part to the highly variable nature of inter- and intra-instance executions. Contrarily there

are implications in the usage of large datasets; not only the collection and storage of data, but

also in the processing of features, class learning and validation. Due to the inherent issues in

obtaining a large number of participants, action classes, and sequences, the largest sets tend to

be meta-sets, which collect action sequences from various sources, such as YouTube and films,

containing large variation between sequences; this often makes meta-sets highly variable and

challenging problems to be solved. A summary of dataset sizes is given in Table 2.5.

Number of Classes

Datasets with a small number of action classes, such as MSR Action-I, MSR Action-II,

and Drinking/Smoking, can often provide strong recognition results in part due to the low

number of partitions needed to divide the actions provided within the set. Those sets that

contain a large number of action classes, namely HMDB51, UCF101, and UCF50, pro-

vide a difficult challenge to HAR methods due to the need to find partitioning informa-

tion within each class that allows for inter-class partitioning, whilst preserving intra-class

similarity. Due to the inconceivable number of possible actions and interactions that can

exist in the real world it can be beneficial to evaluate methodologies on datasets with a

large number of distinct action classes. Much as image classification datasets may contain

the labels y ∈ {dog, cat, ...}, y ∈ {Alaskan Malamute, Beagle, German Shepherd, ...}, or even

y ∈ {dog left leg, dog right leg, cat left leg, cat right leg, ...}, it is possible for such coarse- or

fine-scaled granularity to be applied to labeling of observations of human action. Dependent

on the task being undertaken it may be suitable to provide a coarse labeling of behavior, while

others may require more in-depth annotation and understanding. Datasets provided in Table 2.1
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contain a coarse labeling, with little fine-scale annotation. Finer scale class labeling can often

come a requirement for more discriminative ability to produce accurate and stable predictions,

and requires an extensive and accurate ground truth labeling approach in order to produce a

meaningful set of observations.

Number of Subjects

Datasets that are able to provide more individual subjects performing an action are able to

portray the variability in inter- and intra-subject execution of a given class. Observations of

the same action class can often differ greatly in both their temporal rate and spatial occupancy,

leading to complexity in learning the action for recognition purposes. Methods that are able

to provide subject invariant action recognition should provide consistent results on a dataset

that contains a large number of subjects. Again, the meta-sets tend to provide the highest

number of subjects, almost capturing a new subject per sequence, representing a large range of

inter-subject variation.

Number of Samples per Class

The number of observations per class, and the balancing of samples available for each class,

can impact on the ability of a system to suitable learn a given class. A low number of observed

instances of a class can result in weak recognition of unobserved instances of the same class.

Unbalanced datasets can often result in models trending toward a class of which it observes

more samples; this is often the case with supervised methods which optimize their parameters

based on a loss function which compares their predictive ability against the true labels of a

set of observed sequences they are provided with. Balancing, sampling, and stratification of

the observed dataset can often have a large effect on a model’s training [235, 236]. Some

datasets provide observations with a large class imbalance, such as the Smoking/Drinking

dataset, which provides an action detection problem with a large number of negative sam-

ples where neither class occurs. Other sets aim to balance the number of observations within

each class; HMDB51 provides over 100 instances of each action class it contains, providing a

range of observations across differing viewpoints, quality and executions, as such it can pro-

vide a useful benchmark for the recognition of actions from a subject and observation invariant

methodology. Current pose based datasets contain few repeated instances of an action class,

often with 3-5 repetitions per subject per class. To increase the number of instances per class it

is possible to segment those datasets containing continuous recordings of multiple executions
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into discrete single execution clips, this includes the KTH dataset. It is also possible to utilize

data augmentation methods such as spatial dimension flips, shifting and scaling, and appear-

ance channel permutation, in an attempt to increase the variance of observations [237, 238].

Number of Sequences

The total number of sequences within a dataset should be a factor of the number of subjects,

classes, and number of class executions, and as such can impact on the reliability of the re-

sults produced. Larger datasets can provide larger testing sets for which to evaluate a system,

allowing for more confidence in the results of the validation. Size alone however is only one pa-

rameter in the selection of evaluation benchmark, with domain, class complexity and modality

impacting on the application of methodologies to real world implementations.

2.6.4 Application Domains

The intended application domain of a dataset can provide certain intrinsic features in the data

collection methodology and action classes captured, from low resolution images of CCTV

surveillance footage to more complex action sequences of daily living. Some actions are

representative of the domain from which they are intended; for example the UCF-Sports

dataset, [219], makes use of numerous actions from various sports, such as javelin throws

and long jumps. We classify the datasets into 4 action class domains; generic actions, daily liv-

ing, surveillance, and sport. Generic action datasets have no overall theme, instead providing

classes that are pan-domain; these include the classes ‘running’, ‘jumping’, ‘punching’, and

also more complex interactions such as ‘handshake’ or ‘play guitar’. Daily living datasets of-

ten include actions and activities that are more natural in their execution and environment, this

includes classes based on assisted living and household tasks. Surveillance datasets often make

use of elevated view points and lower resolution images, mirroring the common camera setups

in the security industry [227, 239]. Sports based action recognition often makes use of previ-

ously captured data from multiple sources, often containing varying image quality and varying

levels of camera motion. A summary of the domains for each of the datasets is provided in

Table 2.6.

Generic

Many action recognition datasets often contain generic action classes that are observable in

numerous domains. The intention is to cover a wide variety of actions to allow domain in-

34



2. Human Action Recognition

Table 2.5: Comparison of dataset sizes.

Appearance sets Pose sets

# Actions

≤ 5 Drinking/Smoking, MSR Action-I, MSR Action-II

6 - 10 BEHAVE, BIT Interaction, CAVIAR, Hollywood,
Hollywood-2, JPL, KTH, Rochester AoDL, UCF
Sport, UT Interaction, Weizmann, WVU MultiView-
II

CMU MMAC, HumanEva-I, HumanEva-II, K3HI,
LIRIS, MPI08, POETICON, SBU Kinect Interac-
tion, UMPM, CONVERSE

11 - 15 CASIA, ETISEO, IXMAS, UCF11, VIRAT, WVU
MultiView-I

Berkeley MHAD, CAD60, G3Di, Hollywood3D,
MSR Gesture3D, TUM Kitchen

16 - 20 MuHAVi, Olympic Sports, ViHASi 50 Salads, CAD120, G3D, MSR Action3D, MSR
DA3D

≥ 21 HMDB51, MPII Cooking, MPII Composite, Stan-
ford 40 Actions, UCF101, UCF50

CMU MoCap

# Subjects

≤ 5 Rochester AoDL CAD120, CAD60, HumanEVA-I, HumanEVA-II,
MPI08, POETICON, TUM Kitchen

6 - 10 MSR Action-I, MSR Action-II, UT Interaction, Vi-
HASi, Weizmann

G3D, MSR Action3D, MSR DA3D, MSR Ges-
ture3D, SBU Kinect Interaction

11 - 20 IXMAS, MPII Cooking, MuHAVi Berkeley MHAD, G3Di, K3HI, CONVERSE

≥ 21 CASIA, KTH, MPII Composite 50 Salads, CMU MMAC, CMU MoCap, UMPM

Undefined BEHAVE, BIT Interaction, CAVIAR, Drink-
ing/Smoking, ETISEO, HMDB51, Hollywood,
Hollywood-2, JPL, Olympic Sports, Stanford 40
Actions, UCF101, UCF11, UCF50, UCF Sport,
VIRAT, WVU MultiView-I, WVU MultiView-II

Hollywood3D, LIRIS

# Sequences

≤ 20 BEHAVE, CAVIAR, MSR Action-I,UT Interaction,
WVU MultiView-II

HumanEVA-II, TUM Kitchen, CONVERSE

21 - 100 ETISEO, JPL, MPII Cooking, MSR Action-II, Weiz-
mann

50 Salads, CAD60, CMU MMAC, G3Di,
HumanEVA-I, MPI08, POETICON, UMPM

101 - 500 BIT Interaction, Drinking/Smoking, Hollywood,
MPII Composite, Rochester AoDL, UCF Sport, Vi-
HASi

CAD120, G3D, K3HI, MSR DA3D, MSR Ges-
ture3D, SBU Kinect Interaction

501 - 1000 KTH, Olympic Sports, WVU MultiView-I Berkeley MHAD, Hollywood3D, LIRIS, MSR Ac-
tion3D

≥ 1001 CASIA, Hollywood2, HMDB51, IXMAS, MuHAVi,
Stanford 40 Actions, UCF101, UCF11, UCF50, VI-
RAT

CMU MoCap

variant action recognition, with generic datasets being the most widely used for validation pur-

poses, including the KTH [71], Weizmann [73] and MSR Action3D [111] sets. Many generic

datasets are collected in a laboratory environment; with static cameras, static backgrounds and
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calibrated data-capture setups, including Berkeley MHAD and CMU MoCap. Others may be

collected outdoors with a controlled clutter free setting, such as Weizmann and KTH. Others

are collected within cluttered environments, featuring non-participatory subjects that compli-

cate the scene, such as MSR Action-I and Action-II. Pose based datasets which make use of a

depth sensor and the pose estimation technique of extracting the 3D skeleton are often captured

in a relatively clutter free scene due to the limitations of the skeletal tracking methodology used.

Daily living

Daily living sets are designed to closely represent the natural world in both the environmental

surroundings and the natural style of action classes executed. The Tum Kitchen [212], MSR

DA3D [102, 111], MPII Cooking [194], and Rochester AoDL [208] sets are commonly used

for the analysis of methodology in the recognition of day-to-day activities. Activities include

‘having a conversation’, ‘phone calls’, ‘laying down’, ‘drinking’ and ‘eating’, but may also

include sub-actions within a higher level task, such as ‘setting a table’ or ‘cooking a meal’.

The executions may be allowed to occur naturally as in the 50 Salads, MPII Cooking, and MPII

Composite datasets; or the observations may be more scripted, such as in the POETICON and

the robotic class of the TUM Kitchen set [150, 206, 212]. By understanding the actions and

interactions within a daily activity dataset the field is moving towards learning higher-level

semantics of human behavior via natural representations.

Surveillance

Surveillance is a domain concerned with detecting and identifying activity within a continuous

observation of a scene, often making use of video-based action recognition samples that are

taken from a distance, prone to crowding, and contain poor resolution recordings [240–243].

A surveillance domain sequence may contain more frames of empty or redundant informa-

tion, sporadically interspersed with temporally short regions of interest. Datasets such as UT-

Interaction, CASIA, and BEHAVE make use of surveillance style setups to capture emphasized

person-person interaction classes such as ‘come together’ and ‘fight’. The CAVIAR, ETISEO,

and VIRAT datasets all make use of detailed ground truth annotations to provide information

regarding persons and objects within the scene, enabling the evaluation of methods in detecting

varies entities and their interactions within a scene for higher semantic understanding of the

events. Surveillance problems can often contain an element of individual tracking as well as

action and interaction classification [244–246]
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Table 2.6: Comparison of dataset domain applications.

Appearance sets Pose sets

Domain

Generic BIT Interaction, HMDB51, Hollywood, Hollywood-
2, IXMAS, JPL, KTH, MSR Action-I, MSR Action-
II, MuHAVi, Stanford 40 Actions, UCF101, UCF50,
UCF11, ViHASi, Weizmann, WVU MultiView

Berkeley MHAD, CMU MoCap, G3D, G3Di, Hol-
lywood3D, HumanEVA, K3HI, MPI08, MSR Ac-
tion3D, MSR Gesture3D, SBU Kinect Interaction,
UMPM

Daily Living Drinking/Smoking, MPII Cooking, MPII Compos-
ite, Rochester AoDL

50 Salads, CAD120, CAD60, CMU MMAC, LIRIS,
MSR DA3D, POETICON, TUM Kitchen, CON-
VERSE

Surveillance BEHAVE, CASIA, CAVIAR, ETISEO, UT-
Interaction, VIRAT

Sport Olympic Sports, UCF Sports

Sport

The UCF-Sports, [219], and Olympic Sports, [204], datasets are focused explicitly on sports

related action examples. These sets contain samples that are collected from various sources of

TV and online recordings, providing samples that vary in their recording quality and containing

both static and dynamic camera movements. As such these can often be challenging datasets.

In both cases the intent of the dataset is to be able to recognize the sport being performed, this

can be more challenging than in the case of learning sports related actions, such as in the case

of ‘tennis serve’ and ‘boxing’ from some of the generic action datasets. A sport as a high level

class can contain numerous action and interaction actions that make up the overall activity and

learning a sporting class may require learning vastly different observations that belong to the

same class. 3D pose based HAR in the sports domain has few datasets due to the complexity

in capturing a large volume in which the activity can be played. The G3Di dataset provides

interactions between two people in the context of a sporting game played through a console,

however we treat the provided classes as being generic actions rather than true sporting based

actions.

2.6.5 Ground Truth Labeling Approaches

Providing consistent and accurate ground truths is a key stage of supervised learning and gen-

eral evaluation of model validation within data analysis and machine learning. The evalua-

tion of performance is important for developing benchmarks against which to test developed
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methodologies, aiding in the generation of a metric score that can be used to compare imple-

mentations [247–249]. The production of accurate labeling, and what is considered accurate

labeling, is an on-going area of research [250–253]. The impact of bias, inaccuracy, and gran-

ularity of label are just several lines of study within the dataset analysis community [254–256],

with data quality often being a concern in the development of datasets for supervised training.

Table 2.7 outlines various ground truths provided with each dataset previously identified, both

for spatial ground truths and labeling of action classes.

Class label ground truths and scene annotations of a dataset can provide a clear benchmark

for quantifying the performance of a developed methodology. Some datasets provide frame-

by-frame labeling of the scene, whilst others label an entire sequence as containing a given

class label, see Table 2.7. These annotations allow quantification of results obtained from

various methodologies, with predicted class labels and detections being compared against the

ground truth. There are numerous method for collecting the ground truth annotations for a

given dataset, including manual and machine learning based approaches [257–260]. In some

datasets, manual annotation can provide detailed descriptions of the entire scene, with loca-

tions and affordances being given to persons and objects within the scene, as can be seen with

the ETISEO and HMDB51 datasets. These can be extremely useful when tracking the states

of multiple entities within the scene, or for the understanding of a high level abstracted class.

An issue with manual labeling is that annotation can be highly subjective and may introduce

observer bias in relation to numerous key components of the data [261, 262]. It is common

for the identification and labeling of start and end frames for a given class to vary between ob-

servers [247], and for more subtle class labels to introduce variance in annotation quality, with

the crossover period between two action classes being an area for high variance in observer

labeling. Such differences in observer behavior requires stricter objective criterion to gain con-

sistent ground truths across different observers. Meta-context based annotations can be com-

bined into the data labeling approach to rapidly provide ground truths to large datasets, e.g. the

Hollywood and Hollywood-2 datasets are partially annotated by learning textual descriptions

within the film’s scripts. The use of meta-sources gives an assumption that such external data

is accurate and useful for the required task, and is by no means free of bias; movie scripts are

often produced ahead of an action being performed and may be subjectively interpreted by the

individual carrying out the task. The use of automated ground truth annotation methods may

require subsequent manual verification to minimize the incorrect annotations or refine bound-

ary edges; but again this may be a subjective task, depending on the problem. The simplest

38



2. Human Action Recognition

form of ground truth labeling provided by HAR datasets is by attributing the entire sequence to

a single specific label for recognition tasks, acknowledging that a given action occurs at some

point within the observation, as is the case with CASIA, CMU MMAC, MSR Action3D, and

many more. Having simplistic whole sequence labeling can make it hard to use such datasets

for detection and segmentation purposes, as evaluating the beginning and end frames of an ac-

tion can be problematic to determine manually. For action recognition purposes, the learning

of background or non class-specific frames from a sequence may also provide some level of

noise to the generalization of features for that class.

Spatial truth can be provided by explicitly locating the subjects and objects within the en-

vironment or by highlighting regions of interest in which the subject, object or event resides

by using bounding boxes or silhouette masks. Calibrated ground truth methods can be used to

determine the spatial locations of the subjects within a scene, often using motion capture suits

and markers to explicitly track the body through a capture volume, providing either a raw point

cloud or the predicted skeletal frame of the body. The accuracy of motion capture systems

can vary from method to method, however the resolution accuracy is often within a range of

a few millimeters, providing superior body tracking than using machine learning based pose

extraction. Marker based motion capture systems, such as those used in CMU MoCap and

Berkeley MHAD, require the application of each marker to the individual at certain prede-

termined locations, and variation in placement of the markers on the body from sequence to

sequence can introduce small errors in obtaining truly explicit spatial truths. The use of depth

maps to extract an estimated 3D pose of the subject in the scene has become a prominent in-

clusion in depth based HAR datasets such as MSR Action3D, K3HI, SBU Kinect Interaction,

CAD120, and CAD60. The observation is fed into a skeleton extractor, such as the OpenNI,

Microsoft Kinect SDK softwares, or custom methods [263–265], in which a subject is located

and a human skeleton model is fitted, predicting the 3D coordinates for a number of joints.

Although an approximation of true 3D spatial orientation of the joints, depth sensors and joint

tracking has been shown to be relatively accurate in the tracking of humans [99, 101]. The use

of bounding boxes to describe regions of interest in a scene are common within appearance

based datasets, such as BEHAVE, CAVIAR, ETISEO and MSR Action, especially those that

consider person-object interactions or belong to the surveillance domain. They simply provide

an area of focus that contains relevant annotated information, such as object and subject lo-

cation. The use of silhouette masks also provides a region of interest, whilst simultaneously

removing external and internal appearance information, representing the subject as a binary
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classification as either belonging to the background or foreground. These regions of interest

can also be utilized to validate action detection and localization methodologies, removing the

unwanted information from the overall observation.

As has been described above, the ability to reliably and accurately annotate a dataset is a

complex process, where methods have been developed to assist in streamlining the task or at-

tempt in utilizing automated labeling systems. The concept of identifying boundaries of an ac-

tion class can be complex and highly subjective, whilst classification of more subtle behaviors

can also be problematic. Annotation of the “ground truth” upon which supervised techniques

are trained against, and to which model performances are evaluated, requires careful consider-

ation and design. The goal of an underlying task will drive how a collected dataset should be

annotated and used, and this is reflected in the spread of approaches identified in Table 2.7.

2.6.6 Viewpoints

Camera based methods can also make use of various viewpoints, from single camera to multi-

camera simultaneous viewpoint capture [266–268]. Viewpoints can also differ greatly, captur-

ing events from roughly a parallel plane with the ground, elevated above head height, or from

an almost top-down viewpoint. Often events are captured from a viewpoint that is roughly

parallel to the ground, producing observations that are almost representative of a human-eye

view of the event, examples can be found in MSR Action3D, K3HI, and CMU MoCap. A

summary of dataset viewpoint representation is given in Table 2.8. Sets such as BEHAVE,

UT Interaction and CASIA contain events recorded from an elevated angle; these viewpoints

are common within the surveillance domain due to the positioning of surveillance cameras for

capturing a large scene at once. Recently there has been work towards the recognition of ac-

tions from a first person perspective [269–272], with data captured from the viewpoint of the

observer [184, 273, 274]. This field is often working towards the understanding of interactions

by robots for the purpose of human-robot interaction. Such a viewpoint is believed to provide

more meaningful information when the observer has an active role in the interaction rather

than simply observing a scene, as is the case in human-robotics interactions. There are also

datasets that attempt to capture simultaneous multi-camera views of an event for the purpose of

evaluating supposedly pose-invariant methodologies. Sets such as WVU MultiView, Berkeley

MHAD and TUM Kitchen all contain numerous cameras located in differing positions captur-

ing the same scene. Depth based data, such as tracked skeletons and motion capture marker

coordinates, can be orientated arbitrarily about its three axes to develop multi-view method-
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ology, with some pose alignment used to reduce the effect of orientation discrepancies, [41].

However this is dependent upon accurate pose estimation in order to provide data with confi-

dent tracking. Due to the nature of extracting pose estimation from depth based methods there

are limited numbers of datasets that utilize multiple depth sensors; however Berkeley MHAD

provides multiple Kinect recordings alongside its vast number of appearance views, with the

sensors located in positions from which the infrared sensors are not causing occlusions. Ad-

vances have also been made in providing view-invariant approaches to pose estimation and

action understanding [275–279].

2.6.7 Use in Community

Popularity of a dataset within the community can be difficult to evaluate, however here we

attempt to identify the number of citations that are made to the dataset’s description publication

via Google Scholar. Using this count as a measure of how well adopted a given dataset has

become, we rank each set in Table 2.9. Note that older sets can often show higher citation due

in part to their steady accumulation of references over time. Similarly, the number of citations

made may not explicitly reflect the use of dataset as a benchmark, as often the datasets are

published in parallel with a novel methodology that may accrue its own citations. It can be

seen from Table 2.9 that the pose based datasets show considerably fewer citations, most likely

due to the relative age of the rapidly growing field and the developments in appearance based

deep learning methods and their use in deep learning based approaches which utilize image

based inputs, such as the CNNs outlined in Section 2.7 and Chapter 3.

41



2. Human Action Recognition

Table 2.7: Description of ground truth labeling provided by human action recognition datasets.

Name Spatial ground truth labels Class ground truth labels

50 Salads - Frame labeling
BEHAVE Bounding boxes Frame annotation
Berkley MHAD MoCap tracking File labeling
BIT Interaction - File labeling
CAD120 Extracted skeleton, bounding boxes Frame labeling
CAD60 Extracted skeleton File labeling
CASIA - File labeling
CAVIAR Bounding box Frame labeling
CMU MMAC MoCap tracking File labeling
CMU MoCap MoCap tracking File labeling
CONVERSE Extracted skeleton Frame labeling
Drinking/Smoking Bounding box Frame labeling
ETISEO Bounding box Frame labeling including calibration parameters,

scene descriptions, object affordance
G3D Extracted skeleton File labeling
G3Di Extracted skeleton File labeling
HMDB51 Bounding boxes File labeling including view, camera motion, vis-

ible body parts, quality, and number of subjects
Hollywood - Frame labeling
Hollywood-2 - Frame labeling
Hollywood 3D - File labeling
HumanEVA-I MoCap tracking File labeling
HumanEVA-II MoCap tracking File labeling
IXMAS Silhouette masks Frame labeling
JPL - Frame labeling
K3HI Extracted skeleton File labeling
KTH - Frame labeling including scenario labeling
LIRIS Bounding boxes Frame labeling
MPI08 MoCap tracking and 3D scan File labeling
MPII Cooking - Frame labeling
MPII Composite - Frame labeling
MSR Action-I Bounding box Frame labeling
MSR Action-II Bounding box Frame labeling
MSR Action3D Extracted skeleton File labeling
MSR DA3D Extracted skeleton File labeling
MSR Gesture3D Extracted skeleton File labeling
MuHAVi Silhouette masks Frame labeling
Olympic Sports - File labeling
POETICON MoCap tracking File labeling
Rochester AoDL - File labeling
SBU Kinect Interaction Extracted skeleton File labeling
Stanford 40 Actions Bounding box File labeling
TUM Kitchen Markerless MoCap tracking Frame labeling including body trunk, left arm,

right arm, and object affordance
UCF101 - Frame labeling
UCF11 - Frame labeling
UCF50 - Frame labeling
UCF Sport - File labeling
UMPM MoCap tracking File labeling
UT Interaction Bounding box Frame labeling
ViHASi Silhouette masks File labeling
VIRAT Bounding box Frame labeling including object affordance
Weizmann Silhouette masks File labeling
WVU MultiView-I - File labeling
WVU MultiView-II - File labeling
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Table 2.8: Comparison of viewpoints and scenario constraint in human action recognition
datasets.

Appearance sets Pose sets

Simultaneous Views

Monocular BIT Interaction, Drinking/Smoking, HMDB51,
Hollywood, Hollywood-2, JPL, KTH, MPII
Cooking, MPII Composite, MSR Action-I, MSR
Action-II, Olympic Sports, Rochester AoDL,
Stanford 40 Actions, UCF101, UCF11, UCF50,
UCF Sport, UT Interaction, Weizmann

50 Salads, CMU MoCap, G3D, G3Di, Holly-
wood3D, K3HI, LIRIS, MSR Action3D, MSR
DA3D, MSR Gesture3D, SBU Kinect, UMPM

Multi-view BEHAVE, CASIA, CAVIAR, ETISEO, IX-
MAS, MuHAVi, TUM Kitchen, ViHASi, WVU
MultiView-I, WVU MultiView-II

Berkeley MHAD, CAD120, CAD60, CMU
MMAC, HumanEVA-I, HumanEVA-II, MPI08,
POETICON, CONVERSE

Environment

Interior Natural CAVIAR, Drinking/Smoking, HMDB51, Holly-
wood, Hollywood-2, JPL, MuHAVi, Olympic
Sports, Stanford 40 Actions, UCF101, UCF11,
UCF50

Hollywood3D

Interior Controlled IXMAS,MPII Cooking, MPII Composite,
Rochester AoDL, ViHASi, WVU MultiView-I,
WVU MultiView-II

50 Salads, Berkeley MHAD, CAD120, CAD60,
CMU MMAC, CMU MoCap, G3D, G3Di,
HumanEva-I, HumanEva-II, K3HI, LIRIS,
MPI08, MSR DA3D, MSR Gesture3D, POET-
ICON, SBU Kinect Interaction, TUM Kitchen,
UMPM, CONVERSE

Exterior Natural BEHAVE, BIT Interaction, Drinking/Smoking,
ETISEO, HMDB51, Hollywood, Hollywood-2,
MSR Action-I, MSR Action-II, Olympic Sports,
Stanford 40 Actions, UCF101, UCF11, UCF50,
UT Interaction, VIRAT

Hollywood3D

Exterior Controlled BIT Interaction, KTH, Weizmann
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Table 2.9: Citation count for dataset description paper. Correct at time of submission. Note:
CMU MoCap has no attributed publication

Name Year of Publication Total Citations

Appearance
KTH 2004 2013
Hollywood 2008 1772
Weizmann 2005 1182
UCF11 2009 602
IXMAS 2006 590
UCF Sport 2008 584
Hollywood-2 2009 580
Drinking/Smoking 2007 327
UT Interaction 2009 303
Olympic Sports 2010 283
Rochester AoDL 2009 266
HMDB51 2011 265
MSR Action-I 2009 189
UCF101 2012 155
VIRAT 2011 144
Stanford 40 Actions 2011 137
UCF50 2013 131
ETISEO 2007 103
CAVIAR 2004 90
MSR Action-II 2011 82
MPII Cooking 2012 67
MuHAVi 2010 60
MPI08 2010 48
JPL 2013 38
ViHASi 2008 33
BEHAVE 2010 33
MPII Composite 2012 32
BIT Interaction 2012 19
CASIA 2009 12
WVU MultiView 2011 0

Pose
HumanEVA 2010 373
MSR Action3D 2010 333
MSR DA3D 2012 311
CAD120 2012 159
TUM Kitchen 2009 117
CAD60 2013 81
MSR Gesture3D 2012 75
Berkeley MHAD 2013 50
CMU MMAC 2008 48
SBU Kinect Interaction 2012 33
Hollywood3D 2013 32
G3D 2012 28
POETICON 2011 8
UMPM 2011 7
50 Salads 2013 6
LIRIS 2014 5
CONVERSE 2015 4
K3HI 2013 2
G3Di 2014 0
CMU MoCap - -
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2.7 The Use of Deep Learning in Human Action Recognition

The use of deep learning within human action recognition has grown in recent years [280–282],

with the development of CNN architectures utilizing representation learning to identify spatial,

temporal, and spatio-temporal features from the large number of appearance based datasets

available to the community [26, 95]. In [31], Baccouche et al. present a two stage model

for representation learning in human action recognition, in which a standard CNN learns

spatio-temporal information from video, with a following Recurrent Neural Network used to

classify the observed sequences based on the learned appearance features. Ji et al. [32] and

Tran et al. [283] introduce 3D CNNs to capture motion information from video sequences,

providing a convolution across time for extracting spatio-temporal features. A factorized

approach of applying 2D spatial kernels, with subsequent 1D temporal kernels was presented

in [284], providing a network which focuses on spatial information in lower layers of the

network and temporal features in the deeper layers. This approach reduces the amount of

parameters within the network significantly, and reduces the amount of data needed to separate

the conflation of space and time. The separation of space and time has been utilized in

several methods, such as producing a multi-modality CNN which has a branch dedicated to

the appearance information of singular frames, and the temporal information across multiple

frames [96,285,286], Figure 2.5. Understanding of temporal information via recurrent nets has

been popular, with numerous papers exploring the use of Long Short-Term Memory (LSTM)

modules to learn over appearance based motion [94, 287–289].

In addition to the development of using representation learning in appearance based ac-

tion recognition, the use and extraction of pose-based features has also been explored via deep

learning approaches [290–293]. Pose estimation is used in [294] to identify key regions of

focal interest on the human body, extracting localized patches around semantically meaningful

body parts. Appearance and flow images are then used to train a multi-branch CNN for action

recognition. The method does not consider pose as an input feature to the network, however it

exploits pose as a pre-processing sampling step and utilizes appearance based information as

the feature modality. Rahmani et al. apply a 3D human model to motion capture data in order

to create standardized appearance information to develop feature descriptors [295]. This ap-

proach expands the motion capture stick figure representation to a fuller representation of the

human body, in essence embedding the motion capture information in an appearance domain.

The use of purely pose-based information for deep learning in action recognition is more lim-
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Figure 1: Two-stream architecture for video classification.

Spatial stream ConvNet operates on individual video frames, effectively performing action recog-
nition from still images. The static appearance by itself is a useful clue, since some actions are
strongly associated with particular objects. In fact, as will be shown in Sect. 6, action classification
from still frames (the spatial recognition stream) is fairly competitive on its own. Since a spatial
ConvNet is essentially an image classification architecture, we can build upon the recent advances
in large-scale image recognition methods [15], and pre-train the network on a large image classifica-
tion dataset, such as the ImageNet challenge dataset. The details are presented in Sect. 5. Next, we
describe the temporal stream ConvNet, which exploits motion and significantly improves accuracy.

3 Optical flow ConvNets
In this section, we describe a ConvNet model, which forms the temporal recognition stream of our
architecture (Sect. 2). Unlike the ConvNet models, reviewed in Sect. 1.1, the input to our model is
formed by stacking optical flow displacement fields between several consecutive frames. Such input
explicitly describes the motion between video frames, which makes the recognition easier, as the
network does not need to estimate motion implicitly. We consider several variations of the optical
flow-based input, which we describe below.

(a) (b) (c) (d) (e)

Figure 2: Optical flow. (a),(b): a pair of consecutive video frames with the area around a mov-
ing hand outlined with a cyan rectangle. (c): a close-up of dense optical flow in the outlined area;
(d): horizontal component dx of the displacement vector field (higher intensity corresponds to pos-
itive values, lower intensity to negative values). (e): vertical component dy . Note how (d) and (e)
highlight the moving hand and bow. The input to a ConvNet contains multiple flows (Sect. 3.1).

3.1 ConvNet input configurations

Optical flow stacking. A dense optical flow can be seen as a set of displacement vector fields dt
between the pairs of consecutive frames t and t+ 1. By dt(u, v) we denote the displacement vector
at the point (u, v) in frame t, which moves the point to the corresponding point in the following
frame t + 1. The horizontal and vertical components of the vector field, dxt and dyt , can be seen
as image channels (shown in Fig. 2), well suited to recognition using a convolutional network. To
represent the motion across a sequence of frames, we stack the flow channels dx,yt of L consecutive
frames to form a total of 2L input channels. More formally, let w and h be the width and height
of a video; a ConvNet input volume Iτ ∈ Rw×h×2L for an arbitrary frame τ is then constructed as
follows:

Iτ (u, v, 2k − 1) = dxτ+k−1(u, v), (1)

Iτ (u, v, 2k) = dyτ+k−1(u, v), u = [1;w], v = [1;h], k = [1;L].

For an arbitrary point (u, v), the channels Iτ (u, v, c), c = [1; 2L] encode the motion at that point
over a sequence of L frames (as illustrated in Fig. 3-left).

3

Figure 2.4: Pipeline of the Two-Stream Convolutional Neural Network as presented by [96].
Two distinct branches of the network learn convolutional filters from input appearance and
temporal information before prediction fusion provides a final output class label.

ited, with Ijjina and Mohan suggesting the learning of motion capture information by CNNs

on a spatial embedding of joint features [29, 30]. The presented approaches use hand-crafted

feature descriptors on a hand-tuned set of tracked joints, forcing the feature vectors into a 2D

image using arbitrary vector ordering. The methods present strong results on the evaluation

dataset, however the use of hand-crafted features and heavy tuning of joints of interest may

not generalize well to further problems, classes or observations. A similar embedding of the

human skeleton model is presented by “Skepxels” in [296], in which joints are allocated to

pixels within a 2D image in order to utilize CNN operators. In order to handle the arbitrary

nature in which joints can be mapped to pixels within an image (∼ 1.55× 1025 permutations

for a skeleton with 25 joints, or J! where J is the number of joints in the skeleton), a number of

different permutations of the joint ordering are selected for passing to the CNN. The use of 1D

convolutional kernels in these approaches learn temporal information in the horizontal direc-

tion of the image, and cross-feature information from the image columns, where the ordering of

rows within the image enforces an assumption of localization between features. Such methods

show the embedding of irregular domains into a regular space in order to utilize the CNN ap-

proaches found in image recognition literature, Figure 2.5. Using deep learning on the skeletal

model representation of pose is less common but growing. Zhu et al. , [28], present a method

for learning temporal features from motion capture in which LSTM networks take joint infor-

mation as input. Huang et al. , [297], also utilize skeletal information, generating a ‘LieNet’

architecture which learn Lie representations of the action. The use of hierarchical structuring
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Fig. 3. Plot of temporal variation of normalized displacement measures for some actions

associated with actions. The typical feature representation
associated with each action is shown in Fig.5. For better
visualization, a down-sampling of 104 temporal samples is
used instead of 26 temporal samples and a padding of one
line is used between the temporal variations of the values of
membership functions during appending.

(a) jump (b) jumping jack (c) bending

(d) punching (e) wave 1 hand (f) wave 2 hands

(g) clapping (h) sit-down (i) stand-up

(j) throwing a ball (k) sit-down and stand-up

Fig. 5. Typical feature representation for various human actions.

The 6 × 26 representation of actions is used to recognize
actions from the local patterns in this feature representation.
The details of the CNN classifier considered for action recog-
nition is explained in the following section.

C. Action Recognition using CNN

A convolutional neural network (CNN) [12] is a feed
forward neural network capable of recognizing local patterns
in input data with some degree of shift and distortion. This
characteristic is exploited to classify human actions from the
local patterns in the 6 × 26 representation of actions. A typ-
ical CNN classifier architecture[13] consists of an alternating

sequence of convolution and subsampling layers followed by
a neural network for classification. Fig. 6 presents the CNN
architecture considered in the proposed approach and Table
II lists the configuration considered. The representation uses,
{C1, C2} to denote convolution layers, {S1, S2} to denote
sub-sampling layers and {F1, F2, F3, F4} to denote the feature
maps generated at the output of {1, 2, 3, 4} layers respectively.
The input 𝐼 of the last layer of the CNN classifier is obtained
by the vector representation of the fourth feature map and 𝑂
denotes output of last layer of the CNN classifier. The size
and count of convolution, subsampling masks used for the
evaluation of the CNN architecture in Fig. 6 is listed in Table
II. The size and count of masks and feature-maps shown in
Fig. 6 are not drawn per scale and Table II should be referred
for details of the respective configuration.

Fig. 6. Proposed CNN architecture for human action recognition

TABLE II. CNN CONFIGURATIONS USED FOR EVALUATION

Config. C1 S1 C2 S2 I
1 (3 × 1)@5 1 × 1 (1 × 3)@10 1 × 1 520
2 (1 × 3)@5 1 × 2 (1 × 3)@10 1 × 2 300

The first CNN configuration tries to recognize vertical local
patterns i.e., local patterns across the values of membership
functions at a given time and the second configuration tries to
recognize horizontal local patters in the temporal variation of

(a)

Skepxels 5

shaped building blocks of the images. Therefore, our representation constrains
the height and the width of the Skepxels to be as similar as possible.

3.2 Compact spatial coding with Skepxels

A Skepxel constructed for a given skeleton frame encodes the spatial locations
of the skeleton joints. Considering the convolution operations involved in CNN
learning, it is apparent that different arrangements of the joints in a Skepxel can
result in a different behavior of the models. This is fortuitous, as we can encode
more information in the image I for the CNNs by constructing it with multiple
Skepxels that employ different joint arrangements. However, the image must use
only a few (but highly relevant) Skepxels for keeping the representation of the
skeleton sequence compact.

Let A ⊆ Rh×w be a set of 2D-arrays, with its ith element Ai ∈ Rh×w rep-
resenting the ith possible arrangement of the skeleton joints for a Skepxel. The
cardinality of this set can be given as |A| = (h × w)!. Even for a video con-
taining only a 25-joint skeleton, the total number of possible arrangements of
the joints for a Skepxel is ∼ 1.55 × 1025. Assume that we wish to use only m
Skepxels in I for the sake of compactness, we must then select the joint arrange-
ments for those Skepxels from a possible |A|Cm combinations, which becomes a
prohibitively large number for the practical cases (e.g. (4×4)!C16 > 10199). There-
fore, a principled approach is required to choose the suitable arrangements of
the joints to form the desired Skepxels.

To select the m arrangements for the same number of Skepxels, we define a
metric ∆(Am)→γ over an arbitrary subset Am of A, where |Am|=m, such that

∆(Am) =

|Am|∑

j=1

|S|∑

i=1

δ(αi,A
m
j ). (1)

In Eq. (1), Am
j denotes the jth element of Am and αi is the ith element of the

set {1, 2, ..., |S|}. The function δ(., .) computes the cumulative radial distance

Fig. 1 Illustration of a Skepxel rendered
as an RGB image patch. The numbers on
skeleton and color image share the joint
description. e.g. 3-neck, 18-right knee,
21-spine, etc.

Fig. 2 Illustration of the employed def-
inition of the radial distance on 5 × 5
grids. If the joint αi is located at [1,1]
position in Am

j , the left 5×5 grid is used.
For the joint location [4,2], the right grid
is used. There are 25 such grids in total
to measure the distance of skeleton joints
among m arrangements.

(b)

Figure 2.5: Embedding motion capture information into an image to utilize Convolutional
Neural Network operators defined on the grid domain. Using: a) vertical concatenation of
feature vectors [29] b) Skepxels [296]. Images are then fed into a CNN architecture to learn
features. Images used from original papers.

of the human skeleton is presented in [298], in which the skeletal model is decomposed into

related anatomical components and an LSTM approach is taken to mine features from each.

The utilization of recurrent nets to model human skeletal motion is extensive, however the

recurrent models often focus on joints individually, omitting the explicit spatial relationships

between the joints which are linked by bones [299], or require more multi-dimensional LSTM

network structuring to learn both the spatial and temporal information [300].

As can be seen from the current state of the literature, the use of deep learning in human

action recognition is well explored for appearance based information. Using deep learning

approaches optimized from image and video processing is well suited to such a task, learning

spatio-temporal features from observations in order to identify discriminative features for the

classification of behaviors. Deep learning approaches applied to pose information are more

diverse. Often pose is used as a method for sampling within an appearance space, utilizing

standard CNN operations optimized to tasks in the image domain. Some studies have taken

skeletal information and forced an embedding in the image domain, whilst others have ignored

all inherent spatial information between the joints; instead relying on manifold embedding op-

erations, or optimization of fully connected weightings between features. The generation of

spatially localized descriptors on the irregular topology of the human skeleton precludes its

use as raw input into standard convolution neural network architectures, however such spa-

tial relationships between joints on the human body can be informative for the classification

of behaviors. Although these methods do provide promising results, the forced embedding
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of spatial domains into a image based representation purely for the ability to utilize standard

convolutional operations is an approach which raises several questions. What impact does the

order of embedded pixels have on performance, and are methods robust to the choice of em-

bedding? Can feature maps produced by these methods be reliably analyzed in their original

spatial topology to find features that may be beneficial to domain experts? Is the choice of em-

bedding method suitable for all applications, or are specific embedding approaches required?

Further work is required to utilize the localized features on the skeletal model, without the

need for spatial embeddings, and in Chapter 5 we present a method for learning features on

an irregular topology, with Chapter 7 applying the method to the problem of Human Action

Recognition.

2.8 Summary

As has been shown, the field of human action recognition contains a number of problems under

constant study. As with other fields, the use of certain methods fall in and out of favor and the

available data follows such trends. The community have a wealth of datasets to draw upon in

order to evaluate the benefits and drawbacks of a given method; however further advances are

required to explore our understanding of more complex and subtle interactions. Appearance

based information, or more specifically observations from domains that reside on regular Carte-

sian grids such as images and videos, are once again being heavily explored due to the gains

witnessed in the deep learning community. As a result, image and video datasets are showing

growth in all areas of our evaluation, including their representation of complex scenarios. Pose

based datasets are less common, and their coverage of more complex events requires develop-

ment. Dataset sizes continue to grow in an attempt to reliably train and evaluate deep learning

architectures, with large image and video sets becoming popular in the community. The pose-

based sets still require expansions on similar scales. The introduction of the NTU RGB-D

dataset may signal the begging of the development of large-scale sets that capture skeletal pose

of observed actions.

As can be seen from the previous sections, datasets that are able to capture human action

using appearance based modalities, such as RGB videos, have developed from representing

non-realistic emphasized actions to considering more complex interactions between individ-

uals and their surrounding environment. The field has moved from actions which are easily

distinguishable in the visual domain, e.g. ‘waving’ and ‘jumping’, to those of interactions,

although still recognizable, e.g. ‘hug’ and ‘kiss’ [72, 301]. Due to the availability of these
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datasets many methods have been produced and evaluated for the purpose of action recognition

and detection, including the use of Scale Invariant Feature Transform (SIFT) [302], temporal

Harris corner features [24] or STIPs [174]. Meanwhile, the pose-based methodologies which

have grown rapidly over the past decade show far fewer publicly available datasets which

consider the problem of person-person interactions, with most considering either emphasized

actions or interactions. Representation learning on appearance based information is a hot topic

within the current HAR community, however we propose a feature representation learning

method on the irregular spatial topology of the human skeleton.

In the following chapters we will introduce the deep learning methodologies that have

become so prominent in the machine learning field, explore the use of representation learning

on features in irregular domains such as the human skeleton model, and explore the benefits

of generalizing current spatial feature mining algorithms to domains beyond Cartesian grid

systems.
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3.1 Introduction

The growth of machine learning as a tool for analyzing and utilizing data has exploded over

recent decades, introducing the use of a wide range of methodologies to exploit information

from observed data [9, 303, 304]. Applications vary from recommendations provided on retail

websites, to object detection and semantic scene segmentation. There are now machine learn-

ing techniques to translate text to natural speech [305], translate between languages [306],

and even translate pictures into descriptive sentences [307]. Common machine learning

techniques have often been reliant on the production of hand-crafted features over the use of

raw data, with informative features carefully developed through domain-specific knowledge

to generalize information across the distribution of observations. A tuned feature extractor

would allow an observation to be represented as a feature vector that is utilized to train some

model for the purpose at hand, often some classification or regression problem. The classical

machine learning method would then be trained to recognize patterns within this feature space

embedding. Such methodologies are sensitive to the feature descriptors used, with focus

needed to generalize feature extractors to accommodate intra-class variance and still provide

suitable discriminative power between classes.

Feature descriptors can often be domain specific, and their selection can have a drastic im-

pact on the performance of machine learning implementations in a given application. Deciding

upon a feature embedding is often not a trivial task, and can require significant user input in

order to select suitable descriptors. Some features generalize well to image domain problems,

developed from an understanding of image processing principles and their generalization

to suitable a variety of tasks; such as Histogram of Oriented Gradients (HoG), Space-Time

Interest Point (STIP)s, and Scale Invariant Feature Transform (SIFT). Others have been

developed to make use of relationships between semantic relationships between 3D points,

such as the joint-based features for Human Action Recognition (HAR) described in Chapter 2.

Such feature descriptors can often have hyper-parameters that require optimization for a given

task, which may again impact on the observed performance in real-world applications.

One alternative to developing such hand-crafted feature descriptors for machine learning

applications is to enable a model to learn their own descriptor set for the application domain

from the raw input data [308]. This technique, dubbed ‘representation learning’, has exploded

in the last decade with the growth of neural network and deep learning methodologies [309].
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Representation learning algorithms bypass the requirement to hand-craft a feature embedding

for the target application, instead providing the model with the tools to construct its own

feature extractor and a large enough training corpora to develop generalized features for the

observed distribution. One such family of representation learning approaches is that of deep

learning. Deep learning is a hierarchical representation learning methodology, and involves

the non-linear mixing of raw input features into successively higher level and more abstracted

representations. Subsequent layers of non-linear mixing will allow more complex functions to

be learned and modeled, with each layer learning a function of the underlying input feature

distribution based on the observed data. These representations are then learned via a parameter

optimization scheme, rather than being hand-crafted features which can require considerable

human influence.

This chapter presents an insight into the development of neural network and deep learn-

ing algorithms as methods of representation learning. An introduction to neural networks and

the use of feature mixing with no spatial information seen in fully connected networks is dis-

cussed in Section 3.2. The localization of features on regular Cartesian grids exhibited by

convolutional neural networks is introduced in Section 3.3, discussing motivations, benefits

and shortcomings of existing methods. Key developments and network architecture construc-

tion methods will be discussed in Section 3.4, with seminal applications providing insight into

the use of such representation learning schemes in real world applications. Highlighting as-

sumptions made by methods focused on the regular Cartesian domain, we will explore the

use of deep learning techniques in domains that exhibit irregular spatial topologies in Section

3.5, identifying the accompanying problems and solutions for utilizing deep learning on such

application domains.

3.2 Neural Networks

The principle concept behind the development of deep learning methods is the delegation of

learning a representation that approximates some function to the optimization of parameters

denoting the weighting of various input features in relation to one another. Taking inspiration

from neurobiology, the summation of input stimuli and the resulting activation response of

the human synaptic neurons in the brain was the influence for the precursor of the Neural

Network (NN), the artificial neuron or ‘perceptron’. In the following section we look to discuss

the development of the field of deep learning and the task of representation learning. We will
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identify the field’s development from its origins as a non-linear feature weighting approach,

to the utilization of constraints on learning schemes for more specific tasks. We consider

the use of fully connected networks with no explicit spatial relationships between features, to

the addition of a localized receptive filtering constraint within convolutional networks. We

will discuss the suitability of a regularly spaced kernel based convolutional neural network to

the mining of features in domains that do not exhibit such a topology naturally. We explore

advances in recent literature and the direction taken in relaxing the spatial topology constraint

in order to apply such localized filtering on irregular spatial domains.

3.2.1 The Perceptron and Feedforward Networks

In order to learn a representation between an input and a target output [310, 311] introduce a

perceptron unit, a function unit which computes a weighted summation of the inputs to a cell,

adds a bias value and passes it to a non-linear activation function, see Figure 3.1. The output

of the activation function is the overall output from the perceptron after activation, describing

a response to a given stimuli set based on the current receptive state of the perceptron,

mapping the input feature space to a new feature representation. An individual neuron can

then be incorporated into a multi-layer network, an Multilayer Perceptron (MLP), in which

the output from one neuron becomes the input to a subsequent neuron in the following layer

of the network. This notion produces a sequential network of multiple layers, each learning

weightings on the outputs of previous layers, resulting in ability to model increasingly complex

function spaces. A network’s depth is represented by the number of layers it is composed of,

and a layer’s width is defined as the number of neurons it holds.

A given neuron, i, in layer l of a MLP is connected to neuron j in layer l + 1. Neuron j

produces an activation output

al+1
j = f (bl+1

j +
I

∑
i=1

xl
iw

l
i j) (3.1)

where the activation response al+1
j is a non-linear function of the weighted summation of in-

puts. I inputs to the current neuron are weighted with their corresponding weight parameter

wl
i j. These weighted inputs are summed and a bias value for that neuron bl+1

j is then added to

shift the activation function space, increasing non-linearity between neurons in a layer. Subse-

quent layers utilize the output of a neuron as their inputs, learning high-level representations by

having al+1
j as one of the I inputs to the next layer. Increasing the neuron count in a given layer
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Figure 3.1: (a) Perceptron function behavior. The output of the neuron, a is the activation
function response to the weighted sum of the inputs x plus a neuron bias b. By learning the
weights w for each input, we can learn a new representation embedding. (b) Multiple layer
network.

increases the possible representation capacity for that current set of features, but struggles to

enable higher level generalization. Increasing the depth of a network develops higher levels of

representation; however networks that are too shallow risk underfitting the data, whilst naively

going too deep can lead to overfitting [12,13]. The overall architecture optimization of a neural

network model is an open research topic, but some steps have been taken towards architecture

design, hyper-parameter search and post-training [312–315].

3.2.2 Backpropagation and Weight Optimization

In order to learn the function space from the observed samples, MLP or feedforward network

methods optimize their weights via the process of backpropagation. In supervised learning set-

tings, a set of training instances are fed forward through the network and the predicted output

is compared to the expected output [316,317]. The loss between the output and ground truth is

passed backwards through the network to calculate the derivative in regards to the current set

of network weights. Weights are then tuned to minimize this error by an optimization scheme,

such as stochastic gradient descent. Given a set of t training observations, with each obser-

vation comprised of a Rn input feature vector and a target y j, where j corresponds to a given

class, we can perform a forward pass of the sample through the network, yielding a predicted

output vector aL, with aL
j being the output activation for each neuron in the output layer. An

application specific loss function is then able to calculate the difference in the expected target

value and the predicted output vector. Such a loss is the cross-entropy for classification tasks,
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given by

E =−1
t ∑

x
∑

j
y j lnaL

j +(1− y j) ln(1−aL
j ) (3.2)

where t is the total number of training samples, and x is a given training input. The loss, E,

between the input sample and the output can then be fed backwards through the network. For

each neuron we can obtain the partial derivative in respect to a given neuron’s inputs, and

weightings associated with those inputs, w;

∆wi j =−α
∂E

∂wi j
(3.3)

This allows the network to utilize a weight update scheme such as gradient descent, with a

given learning rate α , to adjust the feature weighting with wi j = wi j +∆wi j. Computing this for

all neurons and weightings in the network allows weights to be optimized for the task at hand,

for all layers and interactions between features in the network. Similarly the partial derivative

in relation to the neuron bias, ∂E/∂b, can be computed to affect the impact a given neuron has

within the network. Various objective loss functions can be used to optimize the network train-

ing scheme, dependent on the task at hand [318]. The incorporation of the auto-differentiation

approach to derivative calculation in regards to applying the chain rule to functions is

now common within deep learning toolboxes, allowing layers to be implemented as a feed-

forward operation and the derivative in respect to the weights and biases are obtained [319,320]

As networks became deeper, attempting to learn high level non-linear representations of

the input function space, the backpropagation algorithm for calculating the derivative of the

network parameters becomes less effective. As errors are passed back through the network

and derivatives are obtained for the neurons in each layer of the network it was observed

that gradients identified for use in stochastic gradient descent updates were rapidly dimin-

ishing [321]. The Hyperbolic Tangent (Tanh) and sigmoid activation functions required for

creating the non-linear mappings would present a derivative trending quickly towards 0 at their

extremities. Neurons in such a layer would quickly saturate, with ever decreasing gradients and

ever-marginal updates. This would feed backwards through the network layers with backprop-

agation and lead to shallow layers in a network making little optimization gain during training,

impacting on final model performance [322]. To counter the effect a number of strategies were

adopted. The usage of Rectified Linear Unit (ReLU) style activations over sigmoid and Tanh

functions were preferred, providing a stable derivative for all values over 0. Regularization,

such as batch normalization [323], dropout layers [324], and weight initialization schemes
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were developed to aid the generalization of features learned during training [325,326]. Param-

eter optimization schemes were also developed to extend beyond that of stochastic gradient

descent, [327]. Mini-batch gradient descent, [328], allows stable convergence by performing

a gradient step over a small batch of input observations, while momentum allows faster con-

vergence and a reduced oscillation around ravines of local minima. Recently more complex

gradient-based optimizers have been proposed, including Adagrad [329], Adadelta [330], and

Adam [331], which incorporate parameters for learning rate adaptation and thus impact on the

stability of the gradient steps that are made during weight updates.

3.2.3 Activation Functions

The application of an activation function allows for networks to represent more complex non-

linear function spaces, overcoming the limitations of linear regression models. The sigmoid

function was commonly used for NNs, mapping the input x between 0 and 1 by

f (z) =
1

1+ exp(−z)
(3.4)

This simple activation function allowed more complex problems to be modeled by a network,

however the saturation of the sigmoid function and vanishing gradient problem lead to the

rise of the Tanh and ReLU functions. Tanh provides a zero-centered activation, resolving the

saturation around 0 by

f (z) =
1− exp(−2z)
1+ exp(−2z)

(3.5)

Although it was now preferred over the sigmoid activation, the Tanh function still suffered from

the vanishing gradient problem. In recent years the ReLU activation mapping, has provided

improved convergence of model training over previous activations [145,332]. ReLU combines

a linear activation with a thresholding at 0, removing information that is weighted down by the

weight optimization scheme.

f (z) = max(0,z) (3.6)

Such an activation brings us back to the similarities with neuroscience; in which the biological

neuron will only fire in response to certain strength of input stimuli, and upon firing will give

a proportional output to connected neurons. One downside to the standard ReLU activation

is that a 0 threshold of signals can push weight optimization to result in neurons which never

fire, termed ‘dead neurons’, rendering such neurons useless to the overall network. To avoid

this case, various flavors of ReLU have been introduced, including Leaky ReLU, Parametric

56



3. Deep Learning

ReLU (PReLU), and Randomized Leaky ReLU. Leaky ReLU incorporates some leaking of

signals below 0 by multiplying these signals with some leak factor, allowing some information

from down-weighted signals to pass to the next layer

f (z) =





z, if z≥ 1

z
α
, otherwise

(3.7)

In Leaky ReLU α is a constant, whereas PReLU takes α from hyper-parameter to trainable

parameter, the same α leak factor is applied to all channels for an input observation. Random-

ized Leaky ReLU, [333], introduces random leak factors for each input channel, sampled from

a uniform distribution, these random leak factors are fixed at testing time, averaging the leak

alphas to obtain a deterministic leak factor. ReLU has been shown be favorable in providing

a non-linearity in the mapping of the input space to a representation space for classification.

The effect of differing ReLU variants on output activation can be seen in Figure 3.2. [334]

demonstrated that untrained, randomly initialized weights with a ReLU activation can provide

sufficient information propagation in a feedforward network, with [325] showing that given

further training data it is beneficial to refine these randomly initialized weightings for the task

at hand. These findings further added to the utilization of rectified linear activations over those

of sigmoid and Tanh, with ReLU activation being commonly found in modern deep learning

implementations.

3.2.4 Regularization

The development of deeper and more complex network architectures, combined with non-

linear activation functions such as those presented in 3.2.3, have resulted in complex changes

in the data distributions within a network as information is passed forward through the layers.

Such internal covariate shift within a network can result in drastic performance degradation,

including vanishing gradients, dead neurons and poor weight optimization [323]. Over recent

years numerous methods have been presented to reduce the internal covariate shift within a net-

work to allow stable training of increasingly larger networks; including various activation func-

tions [145, 332, 333, 335], weight initialization schemes [325, 326], batch normalization [323],

and dropout layers [324]. Batch normalization, [323], presents a method of realigning the co-

variance within a layer by providing a normalization scheme based on the observed batches,

updating shifting and scale parameters. During training the means and variances of an input

to a layer are fixed relative to the current batch and normalization parameters, with the pa-
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Figure 3.2: Examples of common activation functions in deep learning.

rameters being updated via backpropagation over numerous mini-batches. At test time these

parameters are fixed, with new observations being normalized against the learned parameters.

Such normalization of layer inputs aids stability during training, allowing increased network

learning rates and avoiding gradient explosion, and also enables more generalized models to

be produced. In order to reduce the chance of overfitting in large networks, Srivastava [324]

suggested to randomly drop neurons from within a layer during training, pushing the network

to further generalize learned representations in an attempt to stifle co-adaptation of neurons. A

dropout probability hyper-parameter denotes the chance with which any given neuron within a

layer will be evaluated during training time, but at testing time the probability is set to 1, eval-

uating all neurons in the network. By introducing noise into the training process the technique

effectively strengthens neurons in their response to outputs from previous layers, improving

the generalization of learned features. Such regularization techniques have been used to help

stabilize learning within neural network approaches and increase performances on numerous

application domains. This use of model and layer regularization has seen continued usage in

deep learning approaches, especially in networks developed to learn generalized locally infor-

mative features, such as the convolutional neural networks.
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3.3 Convolutional Neural Networks

The growth of deep learning algorithms for representation learning saw a large resurgence with

the advent of the Convolutional Neural Network (CNN) [11] and the development of efficient

training schemes. So called ConvNets were designed to make use of the regular spatial domain

of multidimensional arrays, such as those seen in the 2D and 3D Cartesian grids, in order

to learn localized information with some translation invariance. This approach is in contrast

to standard NN architectures, which do not enforce a spatial relationship between the input

feature, instead relying on a learned weighting between dimensions within the input feature

space. CNNs are able to utilize locally connected kernel based convolutions to extract localized

features from regions on the grid. Such a formulation allows weight sharing across the grid

space, providing a smaller parameter set to optimize via backpropagation CNNs developed two

key layer types for incorporation into the deep learning zoo; the convolutional layer and the

pooling layer, which can be seen in Figure 3.3.

3.3.1 Convolutional layers

Convolutional layers provide the main driving force of the representation learning scheme for

ConvNets, defining a bank of filters which are convolved across the input feature maps in order

to produce an output feature map describing the response to the learned filter. Such filters are

formulated as a kernel of a fixed size, which strides across the input spatial domain, returning a

singular response to the filter for the output map. These kernels represent a localized weighting

of features within the fixed neighborhood of the filter’s region of interest. Via the optimization

of these kernel weights, we are able to learn kernels which represent various localized features

rather than hand-craft descriptors such as Haar ad HoG representations in conventional image

processing applications. Multi-layer ConvNets are able to learn weightings of these localized

features, incorporating more informative spatial features together into a higher semantic repre-

sentation of the problem domain. We can often observe the lower layers of CNNs describing

low level spatial features, such as edges in an image recognition setting. As we go deeper these

low level spatial features are incorporated to represent curves and corners. Further layers may

represent textures, then part structures of a class, and then more composite structures. This

representation learning is entirely machine-driven, removing the need for a user to define a set

of high-level semantic features. The main assumption a regular array-like spatial domain al-

lows the definition of a localized filter and its translation across the spatial domain to be given.
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(a) (b)

Figure 3.3: Key operators of the CNN architecture: (a) Convolutional layer extracting features
from an input array. (b) A pooling layer downsampling an input feature map.

We define a filter kernel with the same spatial regularity, with an array structure containing the

weights to be optimized, and the convolutional feature map is given as

al+1
i′ j′k′ = ∑

i jk
wi jkk′al

i+ j′, j+ j′,k (3.8)

where i, j, and k are indexes into the array height, width and channel space respectively. In

3.8, kernel w is convolved with the input feature map al to return the filtered feature map al+1.

3.3.2 Pooling layers

The introduced pooling layers provide two main benefits to the CNN feature learning approach.

Firstly, they provide a method for reducing spatial complexity of a model with an increasing

number of feature maps generated by successive convolutional layers [11]. The pooling op-

eration strides a receptive field across a given input map, reducing the underlying signal in

the receptive field into a single pooled representation on the output feature map. Numerous

pooling schemes have been proposed over the years, with average and max pooling operations

showing notable use [336]. The second impact of the pooling operation is the generalization

of the learned feature set. The pooling operation takes a local neighborhood and reduces the

representation down into a singular value, driving the discriminator to learn a more generalized

representation of the underlying function. This operation allows the model to react to localized

trends, as opposed to the explicit element-wise feature weightings in fully connected NNs. As
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with the convolutional operator, the pooling operator is defined as a spatially regular region of

interest, or ‘cell’, upon which the pooling operation is performed.

3.4 Advances in Deep Learning

Key developments in the field of CNNs have led to the development of several seminal ap-

proaches and their utilization in major problems within machine learning applications. Basic

ConvNets have been shown to give strong performances on image domain problems, such as

object recognition [11, 95, 145, 337–339]. These architectures were expanded to incorporate

‘inception’ modules, a parallel collection of convolution and pooling layers which are able

to incorporate narrow and wide receptive fields for learning multi-scale features, [13], where

the architecture was able to achieve promising results whilst increasing the computational

efficiency. With the ResNet architecture, [12] introduces the residual block, a method of

computing an additive delta to the input signal rather than an unreferenced mapping on the

input space. This residual mapping architecture has shown major performance gains on several

benchmark tests, highlighting benefits over the over-use of network depth. The study showed

that the incorporation of residual information improved both training and testing performance,

and that deeper networks can often suffer from overfitting.

The incorporation of temporal information for deep learning architectures resulted in the

development of the Recurrent Neural Network (RNN) and Long Short-Term Memory (LSTM)

module [322, 340]. These approaches utilize previously obtained outputs from a layer as

partial inputs to the same layer, producing a feedback loop within the architecture. This

feedback allows the network to have some notion of memory, with each step containing some

information about previous steps before it. In their early development, the recurrent nets fell

foul of the vanishing and exploding gradient problem, due to their dependency on the ‘back

propagation through time’ method of gradient calculation. In this scenario the vanishing

and exploding gradient problems are magnified, further degrading through multiple feedback

loops. LSTMs alleviate this issue by providing gated memory units which act as a form of

storage within a network over time, allowing the error being backpropagated through time to

be more robust to degradation. Such networks have shown strong performance in time-series

problems such as speech recognition, synthesis and tracking problems [305, 340, 341].

Unsupervised representation learning has also been exploited, learning feature embeddings
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from an unlabeled set of observations [342]. Such AutoEncoder (AE) techniques have been

shown to produce informative high-level class descriptors for a variety of applications,

and has been expanded to utilize the localized feature learning of CNN operators with the

Convolutional AutoEncoder (CAE) [343]. The introduction of the Generative Adversarial

Network (GAN) framework presents a method for training networks by utilizing adversarial

interactions between two agents; generative and discriminative models [344–346]. A gen-

erative network produces novel samples from across the distribution of the data, whilst the

discriminative network attempts to maximize its ability to discern between synthetic samples

produced by the generative network and those from the true data distribution.

Some studies have been made into understanding the learned feature descriptors obtained

via convolutional neural networks, [347, 348]. Such methods attempt to extract the learned

feature descriptors from within a network to identify the activation responses within the ar-

chitecture. Zeiler and Fergus [337] utilize a decovolutional and unpooling approach to map

the activations of intermediate layers back to a pixel space, producing maps which describe

how a given filter responds to a particular input image. They show that the lower layers of the

CNN respond to low level gradients and edges, while deeper layers provide exaggeration of the

discriminative features for a given class, identifying structures such as eyes, noses and wheels.

In a similar approach, Mahendran and Vedaldi [349] invert feature embeddings to reconstruct

input images, exploring the learned representation space. Many deep learning approaches uti-

lize raw input features to produce a learned representation, however some applications have

been made in using hand-crafted features as input to a CNN approach [350]. The extraction

of features which have been defined by domain experts allows machine learning techniques to

utilize previous years of research and understanding in a given domain, and can often produce

favorable results by either concatenating hand-crafted features along the channel axis [351], or

by training separate networks on raw and designed input features [352–354]. Such methods

have made of image domain features, using the localized filtering of the CNN as with any raw

input which resides on the grid. Other methods, such as [355] Figure 3.4, extract feature vec-

tors from an input space and reshape these vectors into 2D arrays for input into the CNN. Such

an approach makes the assumption that there is a 2D relationship with the vector. With the

concatenation of numerous feature vectors such an assumption may not be appropriate. The

approach extracts features such as shape curvature and diameter about a face, and geodesic

and medial distances between faces at numerous scales. These vectors are then concatenated
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and reshaped into a 2D grid domain before being used to train a CNN for the task of label-

ing faces in a mesh. The ordering of the feature vectors, and the dimensions of the 2D grid

embedding are explored in [355] and found to have no impact on the network performance,

which indicates that the localized filters are able to learn some mapping between the input

“image” and the target output, but that the actual ordering of the elements within the grid are

not important, a finding which seems at odds with the original concept of convolutional neural

networks learning localized features. A similar approach is seen within [29, 30], where six

very specific membership functions are defined which describe the behavior of only 3 joints

of the possible 20 joints captured in their chosen skeletal model; the two hands and the pelvis.

The hand-crafted descriptors produce 6 feature vectors of an equal temporal length, vi =R1×t ,

where a feature vector vi is a vector of length t. The six vectors are then stacked into a 6× t 2D

array and fed to a CNN with 1D filters, one configuration containing filters which learn across

features (filters of size 3×1), and another which learns across time (filters of size 1×3). The

results from this study show that learning filters that convolve across feature vectors that may

not hold a spatial relationship can reduce model accuracy. Learning temporal filters that only

consider the one feature vector in each row of the image provides a lower error rate in com-

parison. This study provides an arbitrary ordering of the feature vectors as rows of the image

embedding, but does not evaluate the impact of permuting the order of the features. These

studies show that embedding of features into the 2D grid domain is often possible, given some

vector concatenations and reshapes, however the ordering of disjoint feature vectors and how

such an assumption of 2D relationships between them is still an area which requires careful

analysis and understanding.

The utilization of domain expert knowledge can be invaluable, and the use of hand-crafted

features can provide a level of insight into data which may not result from the optimization

of weights within a deep learning architecture. The question then arises as to whether the

embedding of such features into a grid structured domain is a suitable assumption to make

in order to make use of CNN operators. If there is no spatial relationship within the feature

vectors, is it appropriate to enforce a spatial relationship through the use of a kernel’s receptive

field. If there is a natural spatial relationship between elements that doesn’t reside on a regular

grid, is it appropriate to enforce a constraint which considers a regular domain topology. By

relaxing the array-based spatial relationship assumption there is the ability to consider how

elements within a vector are spatially related in their natural domain.
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Fig. 1. The architecture of the trained CNNs with three stages. Each of the first two stages contains a filter bank module, a nonlinearity module, and a spatial
pooling module for subsampling. The last stage involves a nonlinear function map which is used to obtain the label probability of each triangle on the mesh.

Fig. 2. Labeling results predicted by the deep CNNs that are trained on randomly selected meshes in the same class and tested on the new meshes.

characteristics of CNNs, we reorganize these features into a 2D
feature matrix and treat it as the input to the CNNs. Given the fea-
tures and labels of massive triangles, we can thus train CNNs so
as to obtain a compact, effective, and robust mesh representation.
Meanwhile, the trained CNNs also generate a label vector for each
triangle that describes its probabilities of belonging to various ob-
ject parts. In this way, the trained CNNs serve as a bridge with a
deep structure that links the pool of geometric features and mesh
labels. Experimental results show that our approach is effective and
robust in labeling 3D meshes (as shown in Figure 2).

The main contributions of our article include: (1) A novel mesh
representation is learned by nonlinearly combining and hierarchi-
cally compressing various geometry features with the deep CNNs.
Compared with the heuristically designed geometric features, the
compact mesh representation learned from data can adapt to var-
ious 3D models in mesh labeling. (2) Extensive experiments are
conducted on public benchmarks. Experimental results show that
our approach outperforms state-of-the-arts in many categories.

The rest of this article is organized as follows: Section 2 reviews
related work and Section 3 introduces how to train deep CNNs
for mesh labeling. In Section 4, we visualize the learned mesh
representations. Then we demonstrate impressive performance in
the experiments in Section 5. Finally, the article is concluded in
Section 6.

2. RELATED WORK

Recently, mesh segmentation and labeling have attracted much re-
search interest in the field of computer graphics. In some early stud-
ies such as Katz and Tal [2003], Ben-Chen and Gotsman [2008],
Huang et al. [2009], Shapira et al. [2010], Zhang et al. [2012], and
Au et al. [2012], a major concern is to find a single feature that
is effective for mesh label identification. For example, Curvature
features, PCA features, Shape diameter and Distance from medial
surface. However, the meshes in different 3D models may vary re-
markably. A single feature is often insufficient to process all kinds
of scenarios.

To address this problem, several cosegmentation approaches
[Huang et al. 2011; Sidi et al. 2011; Hu et al. 2012; van Kaick
et al. 2013; Kim et al. 2013] were proposed, which aimed to ex-
tract common geometric subsets and their correspondence from
each category of 3D shapes. These methods were unsupervised and
their usage were restricted by the knowledge presented in unlabeled
data. On the contrary, supervised or semisupervised approaches
[Kalogerakis et al. 2010; Lv et al. 2012; Wang et al. 2012, 2013;
Xie et al. 2014] were also proposed to tackle this problem. For
example, Kalogerakis et al. [2010] presented a method to segment
and label 3D meshes by combining various geometric features with
the Conditional Random Field [Lafferty et al. 2001] and JointBoost
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Figure 3.4: Pipeline of [355], concatenating and reshaping numerous feature vectors into the
2D grid for feeding as input to a Convolutional Neural Network.

3.5 Deep Learning in Irregular Domains

3.5.1 Regular Domain Assumptions

One common theme in the development of CNNs is the requirement for a regular Cartesian ar-

ray as an input domain, upon which the convolution and pooling operations are executed. The

regular grid allows for kernel-based filters to be defined with a regular local receptive field,

and for these filters to be translated across the grid in a regular form. This works well for the

problem domains which exhibit an array based spatial domain; 1D signals and sequences, 2D

images, and 3D volumes and videos. This assumption does not hold however for a vast number

of other domains, where spatial relationships between points in an input feature map may not

be regularly spaced on a Cartesian grid; including sensor networks, social networks, text cor-

pora, meshes, and the human skeleton, Figure 3.5. Such domains may benefit from a learned

representation space that incorporates some localized information from the spatial domain, yet

current CNN deep learning methods are unable to make appropriate use of such detail. Defini-

tion of the filter and a convolution operation is non-trivial when considering a domain in which

the use of a spatially localized kernel and its translation across a grid is not regular. The notion

of a localized neighborhood in the spatial domain is intuitive, however producing a localized

kernel-based filter for a undefined neighborhood topology is not. We would still like to have

analogous operators to those introduced by CNNs; the locally receptive filtering of the convo-

lutional layer, and the feature generalization of pooling. However, defining such operations is a

challenge. As discussed briefly in Section 2.7 it is possible to attempt some form of embedding
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of the irregular domain into a regular spatial grid. Such approaches look to utilize conventional

CNN operators and architectures for representation learning on some reconfiguration of the

spatial domain, usually through unrolling, projection or resampling [29, 30, 356–358]. These

methods rely on the transform operation between the original domain and the new Cartesian

embedding providing a suitably faithful reconstruction of the relationships between elements

of the input space. Methods which introduce padding to support the embedding will introduce

spatial locations in which no signal is present, and this will subsequently impact on the learned

CNN filter kernels. The development of CNN layers came about as a method of adding a

localized filtering constraint to fully connected neural networks, designed to optimize the ar-

chitectures to the problem of image and volume recognition by exploiting the regular nature of

the grid. The field of deep learning on the irregular domain aims to provide the same localized

filtering constraints, but without the assumption of using the grid. These approaches instead

intend to utilize the intrinsic spatial structure of the domain itself and redefine the filtering

operation.

In Equation 3.8 we can see that indices i and j provide a relationship between pixels sit-

uated on the 2D grid and the weighted kernel convolved across them. For each pixel in a

2D feature map, al
i j, we are able to index into the appropriate neighboring pixels in order to

perform the filtering operation and return the corresponding pixel in the output feature map,

al + 1i j. In domains that do not exhibit such a regularly formed Cartesian space it is difficult

to produce such a regular kernel with which to sample the input space. Take for example the

human skeleton in Figure 3.5, we could define a kernel which looks at the two adjacent nodes

to a joint. This would work well for the majority of the joints on the skeleton; however the

extremities of the skeleton (fingers, toes, head) have only one adjacent node, and some joints

have more than two adjacent nodes (torso, hips). For these nodes, we would have to describe

how to sample the input space, which would not work under standard CNN operators. Clearly

some generalization of the convolution and pooling operation to irregular spatial domains is

required to allow such problem domains to make use of the strong performance growth seen in

representation learning. In the following sections we will discuss current approaches leading

towards the use of deep learning in such irregular domains, identifying routes to generaliz-

ing learned localized filtering operations for non-Cartesian topologies which can be applied to

different domains by defining spatial relationships between elements in the domain.
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Figure 3.5: Examples of irregular spatial domains. Left to right: Meshes, sensor networks,
human skeletons. Designing and convolving a localized filter for such domains is non-trivial.

3.5.2 Previous Approaches

Common previous methods in applying deep learning to such situations fall into two cate-

gories. First, the spatial information can be ignored entirely, utilizing standard neural networks

to learn non-linear mappings on input features with no intrinsic spatial relationship between

the inputs [28]. An alternative is to embed the input space into a regular Cartesian grid, such

as an image, and make use of the usual CNN operators which are optimized for such a regular

domain. The second approach has seen growing popularity in light of performance gains seen

within the image processing community [29, 30, 359]. Both approaches have their own issues

that require acknowledgment and discussion. In ignoring spatial information present in the

input domain, we could be missing some underlying relation between inputs, limiting the per-

formance of feature representation in such domains. Conversely, by enforcing a regular spatial

topology on which we project an input domain, we may be making inappropriate assumptions

about how certain input features are related. The power of deep learning has shown that such

methods are often still able to display promising performance in such domains, however a more

sensible approach to domains which exhibit these irregular topologies would remove unwanted

assumptions and retain the information encoded in the spatial relationships between features.

3.5.3 Graph Signal Processing

In order to generalize current convolutional style approaches to graph domains, it is necessary

to identify a representation upon which we can determine localized neighborhoods and com-

pute filtering operations without the assumption of a regular spatial kernel. Graph-based signal

processing techniques, [360], allow the application of common signal processing techniques to

66



3. Deep Learning

graph representations of an input domain with predefined graph filters. By formulating such

a domain as a graph representation, we are able to define a structure upon which we observe

graph signals and perform filtering operations. A graph G is composed of vertices and edges,

{V,E}, where vertices of the graph represent a given input feature at a specific location in the

input space, and the edges detail inherent spatial relationships between vertices. In an edge

weighted graph of N vertices, the adjacency matrix A ∈ 0,1N×N is a binary matrix representa-

tion of the edge list where ai, j = 1 indicates an edge between vertices vi and v j, given i 6= j.

The weight matrix W ∈ RN×N denotes the edge weights of the connected, undirected, non

self-looping edges between vertices vi and v j. Such edge weighting metrics require defining

for a graph construction method on a given domain; with certain domains providing a natural

definition for the relationship between two nodes, such as connectivity between joints on the

skeleton or distance between cities on a map. In applications where such a definition is not so

readily available, one common approach is to threshold a Gaussian weighting function which

utilizes the Euclidean distance between nodes within a given locality as a weighting measure

Wi, j =





exp(− [dist(i, j)]2

2θ 2 ), if dist(i, j)≤ k

0, otherwise
(3.9)

where parameters θ and k define parameters regarding the falloff provided by the Gaussian

weighting scheme, providing a localized neighborhood of connectivity. It is possible to think

of the Cartesian grid domain, for array inputs such as images or videos, as a graph which de-

scribes vertex connectivity via the Von Neumann (4-way) or Moore (8-way) neighborhoods,

Figure 3.6. In this domain our pixels are formulated as nodes on the graph, with the adjacen-

cies describing the connectivity to neighboring vertices. It is possible to use this generalized

representation in numerous other less regular domains, such as using K-Nearest Neighbor con-

nectivity in point clouds, or the connectivity of a human skeleton based on the adjacency of

joints and bones. This graph construction step is critical, as it provides a underpinning descrip-

tion of the spatial relationships between the elements of the irregular domain problem, however

approaches in generating such a representation for a given domain are still a matter of ongoing

research [361, 362].

Once a graph representation of the spatial domain is defined, G = {V,E,W}, we are able

to represent observations in the problem domain as graph signals x ∈RN residing on the graph

structure. This can be further expanded to included multi-channel signals, where each node on

the graph has C observed dimensions, x ∈ RN×C. We could therefore represent a 28×28 RGB

image as a graph of 784 nodes, where each node has a 3 dimensional vector detailing its red,
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Figure 3.6: A few examples of graph constructions for a 3×3 regularly spaced grid structure.
Left to right: Von Neumann Neighborhoods (4 way), Moore Neighborhoods (8-way), Fully
Connected (non-spatial). Choice of a suitable graph construction approach is required as the
graph represents the underlying spatial relationship between the spatial locations within the
domain.

blue and green color intensities. Each given image on such a graph can then be represented

by a 784× 3 graph signal. We can further represent a graph structure as its non-normalized

combinatorial graph Laplacian matrix

Ł = D−W (3.10)

where D is a diagonalized degree matrix summing the adjacencies ai for a given vertex i. The

structure of Ł is a real symmetric matrix, exhibiting a complete set of orthonormal eigen-

vectors, examples of which are given in Figure 3.7, representing the spectral structure of an

observed graph [363]. Providing a full eigen decomposition of the graph Laplacian returns

a set of eigenvectors and their corresponding eigenvalues λl=0...N−1, which provide a method

for projecting an observed graph signal x into the frequency space of the graph via the order

eigenvector set u. The forward Graph Fourier Transform (GFT) expansion

x̂(λl) =
N

∑
i=1

x(i)uT
l (i) (3.11)

and the corresponding inverse

x(i) =
N−1

∑
l=0

x̂(λl)ul(i) (3.12)

provide spectral representation of the observed signal x. We can present the forward and inverse

GFT functions in matrix form, by using the matrix of Laplacian eigenvectors, U ∈RN×N where

each column of U corresponds to a single eigenvector. Both transforms can be defined as matrix

multiplication operations,

x̂ =UT x (3.13)
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Figure 3.7: Example Laplacian eigenvectors taken from the human skeletal and Minnesota
road network graph. The notion of frequency on the graph is shown by the intensity of each
node. Left to right: 1st, 4th, and 20th eigenvectors. Note that lower frequencies are encoded by
eigenvectors associated with lower eigenvalues.

and

x =Ux̂ (3.14)

where UT denotes the transpose form of U .

By utilizing the graph Fourier transform, we are able to represent the same observed signal

in both the spatial and frequency space of the graph, making use of spectral signal processing

techniques to provide operators which may not be easily defined in the spatial domain, such

as filtering, convolution and translation [360, 364]. Using the convolution theorem outlined

by [365], it is possible to formulate the convolution of a filter g with a signal x on the graph in

the spectral domain as an element-wise multiplication with a spectral filter. A fixed graph repre-

sentation of the domain, and its Fourier basis, allows all observed signals to be projected into a

common frequency space, and frequency filtering can be applied. Shuman identifies numerous

continuous spatial filtering operations developed for spatial domains which can be generalized

to graphs via the spectral filtering formulation [360, 366]; including Gaussian smoothing and

bilateral filtering. Such spectral filtering operations have been shown to work well in generic

graph domains [367–369]. It is also possible to describe an analogue to the convolutional op-

eration of filter h on signal x in the graph domain, describing a localized filtering as a spectral
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operation

(x∗h)(i) :=
N−1

∑
l=0

x̂(λl)ĥ(λl)ul(i) (3.15)

where x̂ is the spectral form of our input graph signal, and ĥ denotes a spectral form of the

transfer function. Thus we can generalize our convolutional filtering operation as

y =U(UT x�h) (3.16)

utilizing the graph Fourier forward and inverse transforms identified in equations 3.13 and

3.14. Figure 3.8 shows the projection of a graph signal, in this case an example image from the

MNIST dataset, into the frequency domain, followed by a filtering of high frequency signals

and an inverse graph Fourier transform back into the spatial domain. The removal of high

frequency information provides a smoothed signal in the spatial domain, as is expected. The

ringing artifacts present are produced by the interactions between the eigenvectors representing

the frequencies across the graph topology, and as such the application of filtering on the spectral

information equates to the scaling of frequency bands. Similar ringing effects are seen during

the spectral filtering of images via the Fourier space due to the relationships and representation

of harmonics in the Fourier transform [370]. In Chapter 5 we look at an approach to constrain

spectral filtering to occur with spatial domain localization.

The graph signal processing techniques detailed in [360] detail ways to apply a given de-

fined filtering operator to the graph but do not discuss how such filters can be learned or op-

timized, such as with representation learning approaches such as deep learning architectures.

With the advent of self-learned filtering operations and the motivation to develop such filters

on irregular domain applications, the logical progression is towards the development of graph

filters which are able to optimize given a observed dataset as with CNNs. Such a formulation

of graph based signal processing can be used to define graph convolutional layers, which will

be explored in the coming chapters.

3.5.4 Graph Coarsening

In addition to filtering operations based on the graph domain, there are numerous methods

of down-sampling graph structure in order to represent a given graph topology at a coarser

scale [371–375]. Such methods aim to reduce the number of vertices within a graph, whilst

retaining the general spatial topology of the finer resolution graph. Coarsening can assist in

signal generalization and increase the efficiency of computing filtering operations, providing
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Figure 3.8: Spectral filtering of the graph signal residing on the graph representation of the
2D grid. a) Graph signal residing on the graph spatial domain. b) Resulting filtered signal in
the spatial domain, notice the smoothing effect resulting from the removal of high frequency
information. c) Spectral signal representation of the input signal from (a). d) Spectral signal
after thresholding to remove high frequency signals.

analogous benefits to the pooling operations within the image processing applications. Just as

the methods for signal filtering in array domains has been given a generalized form with graph

signal processing techniques, pooling has an analogous operation in graph coarsening. Meth-

ods of reducing the resolution of a graph have been presented as an on-going area of research,

focusing on several major classifications of coarsening schemes including cuts, contraction al-

gorithms and agglomeration schemes [374]. In essence, graph coarsening looks to aggregate

nodes and their corresponding graph signals. Contraction methods create a new node x by ‘con-

tracting’ an edge connecting two nodes, u and v, subsequently connecting all neighbors of u

and v to the new node, [376,377]. Multi-resolution methods, [372,378–380], construct coarser

graphs via a iterative linear solver approach, aggregating nodes and signals together based on

71



3. Deep Learning

Figure 3.9: Graph coarsening of the Minnesota road network. Left - Original graph structure.
Top - Kron’s pyramid based pooling. Bottom - Algebraic Multi-grid based pooling.

Figure 3.10: Graph based coarsening of an example MNIST signal residing on the 2D grid
graph. The graph signal must also be pooled alongside the graph representation. From left -
Original graph and signal followed by increasing levels of coarsening. Top - Kron’s reduction.
Bottom - Algebraic MultiGrid reduction.

the weighting between vertices as presented in the edge weight matrix W . Such methods often

return matrices for the restriction and projection of a signal from a finer graph onto a coarser

representation and vice-versa. Figure 3.9 highlights two graph coarsening methods, Kron’s

reduction [381] and Algebraic Multigrid (AMG), and their impact on a graph representation of

the Minnesota road network. Figure 3.10 shows the impact of such graph pooling operations

on an observed graph signal alongside the graph structure.

The selection of pooling methodology for a given domain application is one focus of study

within the graph signal processing community, with [371, 374, 382–385] providing insights
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into different approaches and their uses for different classes of graphs. Conventional pooling

within the regular domain of CNNs consists of translating a locally receptive field across the

input and taking an average or a maximum of the underlying input map, as described in Section

3.3. As discussed, such translation and sampling via a regular kernel-based field is ill-defined

for domains with an irregular spatial topology. The graph coarsening schemes approximate

this behavior, but such methods are varied and behave with certain properties which may or

may not be preferential for a given application domain. The selection of a suitable pooling

method for a given domain is still an open problem, and the selection of pooling approach can

vary for a given application domain. Figure 3.9 shows that the AMG pooling approach has

greatly reduced the number of vertices within the graph, however the edge count has increased

dramatically, leading to spatial relationships between vertices to span a much wider region of

the input spatial domain. Compare this with the result of Kron’s pooling and we can see that

the reduction in vertex count is much less, but the overall edge connectivity is a more faithful

representation of the original domain. It may appear that the choice of using a multi-resolution

agglomerative method for Graph-CNN pooling layers appears to be a straightforward choice

when compared to Kron’s reduction, however in Chapter 7 we will explore the impact of apply-

ing both methods to the human skeleton for the purpose of human action recognition. In this

application domain the use of AMG provides variable pooling performance, often condens-

ing the representation too far and with low robustness to starting initialization of the greedy

agglomeration.

The use of a graph representation provides a domain for applying common signal process-

ing operations, defined as graph operators, producing analogous behaviors to those observed

in CNN architectures. In essence the CNN convolution and pooling operators are a subset of

such operations, where an observed image represents the array-like input domain of the regu-

lar spatial Cartesian space. The CNN operators however are optimized purely for the regular

assumption, and as such the approximations provided by signal processing techniques may not

achieve ideal performance on the image domain applications. Despite this drawback in image

domain problems, by representing the spatial domain as a graph it is possible to generalize the

learning of localized features to a wide range of domains which previously would have either

ignored spatial information or enforced an assumed spatial embedding in an attempt to achieve

the performance gains seen in image applications.
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3.6 Summary

This chapter has outlined the overall state of deep learning methodology, from the beginnings

in feedforward networks to the utilization of regular spatial information within CNNs.

We have highlighted some shortcomings when approaching domains with irregular spatial

topologies, identifying a direction in which the community can generalize current layers in

order to accommodate a wider range of application domains. A graph based approach to

signal processing methods is introduced and in the coming chapters we will develop a method

to bring the benefit of representation learning of spatially localized information to the irregular

domain. The following chapter presents a method of learning low level descriptors of motion

information by an unsupervised clustering mechanism.

Following chapters will introduce the development of feature learning processes in irreg-

ular topologies; developing Graph-based Convolutional Neural Network architectures and ap-

plying them in the domains of signal classification, and multi-scale and temporal feature learn-

ing. Chapter 4 first looks at clustering observed skeletal sequences into primitive gestures,

providing a bag-of-words approach to human action recognition in which the gestures are op-

timized over time via an evolutionary algorithm approach. Chapter 5 then introduces a deep

learning approach on irregular domain problems, which is then used in Chapters 6 and 7 for

feature learning across multiple scales and spatio-temporal motion.
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4. Unsupervised Learning of Gestures for Human Action Recognition

4.1 Introduction

As discussed in Chapter 2, Human Action Recognition (HAR) is a field concerned with the

detection and identification of different human behaviors observed within a scene. As such,

it is a topic applied to numerous problem domains; including surveillance, human-computer

interaction and medical diagnostics [386]. Events are often categorized based on complex-

ity in gesture, action, interaction, or group activity, yet an activity can potentially be a mix-

ture of lower-level gesture types, e.g., ‘walk’ contains gestures including ‘lift leg’, ‘swing leg

forward’, and ‘lower leg’ [387]. Current appearance and pose-based methods have lead to

the accurate recognition of simplistic actions and gestures, such as ‘waving’, ‘running’, and

‘jumping’ [25,43,388]. Until very recently, methods have focused on developing hand-crafted

feature extractors, utilizing descriptors of spatio-temporal information such as Space-Time In-

terest Points (STIPs) in space-time volumes or joint motion from skeletal models. Recent

advances have been made in using representation learning within images and videos for hu-

man action recognition. There has been recent renewed interest in the use of pose-based HAR,

partly due to the availability of commercial depth sensor systems which are able to track body

joint locations with reasonable accuracy [25, 101], with some work towards using representa-

tion learning for skeletal information descriptors [29, 30, 94, 295].

There are several key issues to consider in HAR problems, and often individuals may per-

form the same actions with both intra- and inter-subject level variation in their spatial or tem-

poral execution [389]. Therefore, it is necessary to develop methodologies that are able to deal

with the impact of spatio-temporal variation on an intra- and inter-subject level, whilst main-

taining partitioning information at the inter-class level. Recent approaches have made use of

sequence alignment to allow temporal comparison between actions, key pose representation to

study the underlying gesture composition of an action, and segmentation to identify gestures

within a sequence [120, 131].

Previous study on the use of pose estimation has promoted the use of a Bag of Key Poses

(BoKP) model, in which representative key spatial poses form a bag of words which can be

compounded to describe higher-level actions [120,388,390–392]. To achieve this, k key poses

are generated by clustering similar frames from a whole sequence. Transforming a sequence

into a key pose representation reduces the impact of minor frame-to-frame spatial variations,

provided that sensible key poses are generated [131], as representative poses are produced for

each class and stored within one bag [388, 390, 392].

To align actions composed of linear pose sequences which may vary in temporal execution,
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sequence alignment techniques such as Dynamic Time Warping (DTW) [135, 136], Dynamic

Manifold Warping (DMW) [393, 394], and Canonical Time Warping (CTW) [395], have been

employed to reduce the impact of temporal variations, [116,137,396,397]. These methods have

however been criticized in situations where the temporal execution rate may provide some key

information between two classes, e.g. ‘run’ and ‘walk’ [134], or there are repeated cyclic

gestures within the action [111]. In some cases, an action can be defined by its accumulated

composition of primitive poses, forming a bag of words representation [120]. In both of these

situations we believe it is beneficial to first segment the observation to identify any repeated

primitive gestures. This will assist in identifying cyclical or compound gestures that form a

higher-level action without over-simplifying the key gestures an individual makes. To segment

an observation, [115, 131] utilize a DTW approach to group varying length segments into k

clusters by dynamic programming via Aligned Cluster Analysis (ACA) or Hierarchical Aligned

Cluster Analysis (HACA). ACA methods provide a temporal clustering, utilizing a Dynamic

Time Alignment Kernel (DTAK) proposed by [398] to construct a distance metric between two

sequences for clustering.

The use of Dynamic Time Warping allows similarity between two sequences of varying

length to be compared by creating a mapping between them which provides alignment and a

non-linear warping in the temporal dimension, [399, 400]. Given two sequences, DTW uses a

dynamic programming approach to produce a warping path which minimizes the distance be-

tween elements on the two sequences. Given the vector sequences S ∈ R1..i..n and Ŝ ∈ R1.. j..m,

we compute the warp path W through an n×m grid formed from the arrangement of S and

Ŝ. Each point (i, j), where 1 ≤ i ≤ n,1 ≤ j ≤ m, on the grid describes a possible alignment

between the element si and ŝ j. An element wi on the path W indicates the minimal path by

identifying which pairing (i, j) provides the minimal distance. W is populated by searching

through possible warping paths, with constraints to avoid an exhaustive search of a combi-

natorial problem. The warping path is monotonically ordered temporally, with ik ≥ ik−1 and

jk ≥ jk−1, this enforces that the alignment of S and Ŝ does not become entangled and ensures

that comparison of time flows forward through the two sequences. The warping path must be

continuous, such that the distance between ik and ik−1 is less than or equal to 1, with the same

holding for elements in Ŝ. The path is also bound by the two ends of each sequence, such that

w1 = (1,1) and wK = (n,m), thus aligning the starting and finishing elements. By selecting a

suitable distance metric between two elements on the time series we can define the total DTW
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distance as

DTW (S,T ) = min
K

∑
k=1

δ (wk) (4.1)

where δ (wk) = δ (i, j) denotes the chosen distance metric between elements from the two se-

quences, such as the squared difference δ (i, j) = (si− ŝ j)
2. The computation of the DTW

distance has since been optimized and formulated as a recursive matrix populating problem, in

which the matrix D∈Rn,m denotes an accumulated cost matrix such that D(n,m)=DTW (S, Ŝ).

D, as represented in [400], is populated via dynamic programming as follows

D(n,1) =
n

∑
k=1

δ (sk, ŝ1) (4.2)

D(1,m) =
m

∑
k=1

δ (s1, ŝk) (4.3)

D(n,m) = min(D(n−1,m−1),D(n−1,m),D(n,m−1))+δ (sn, ŝm) (4.4)

Further approximations of the DTW similarity measure have been introduced to provide a more

efficient metric, including the use of the DTAK discussed in Section 4.2.

Finding an optimal set of classification parameters is non-trivial, and optimization requires

the selection of informative training samples and features to reduce the impact of outliers in

the action space. Evolutionary programming methods have been used to provide an optimum

selection of training instances [116], and informative features for a given observed action class

[41]. Such methods aim to remove sequence observations which hinder the recognition of

a given action class, ignoring those sequences which do no provide benefit in partitioning

the function space. As new classes and samples are introduced to the model the population

genetics are updated to adapt towards the new conditions. This online learning has an attractive

application for HAR, learning new action classes without having to retrain a classifier from

scratch as in an offline fashion.

To efficiently recognize interactions between two people, whilst providing a method of key

pose generation that reflects the composition of higher level actions in terms of their shared

gesture dictionary, we present a means of using sequence alignment to obtain sub-action ges-

ture segmentation across all training observations. The ability of ACA to cluster similar seg-

ments of frames from a sequence, combined with the benefit of recognizing repeated sub-action

segments via temporally flexible DTW, presents a method of segmenting similar sub-actions

between multiple observations of an action class. These segmented gestures are then repre-

sented as key poses in an evolving bag representation, thus identifying key poses of a local
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temporal region that is repeated across training instances. By moving towards the recognition

of more complex scenarios we hope to eventually lead towards recognition of higher-level,

complex interactions between individuals; such as the context specific interactions discussed

by [120, 121].

The rest of the chapter is organized as follows: In Section 4.2 we describe our method

of using ACA to identify cross-subject gestures before extracting key poses for each gesture

cluster. Section 4.3 details the evaluation undertaken in an application on the problem of hu-

man action and interaction recognition from skeletal pose. In Sections 4.4 and 4.5 we draw

conclusions on the predictive abilities of the proposed method, evaluating performance with

two publicly available datasets.

4.2 Proposed Approach

We propose the use of sequence alignment and segmentation methodology to identify cross-

subject gestures, generating a key pose representation for action and interaction recognition.

By identifying descriptive poses within each gesture we are able to more accurately represent

fine scale sub-action primitives which compound to form a given gesture, reducing the infor-

mation loss within conventional whole-sequence compression. We propose that understanding

these gestures may in turn benefit the learning of higher-level actions. We utilize ACA to

generate segments for a given action, using these gesture clusters to identify key poses. The

key pose space allows reduction of spatial variation within the observations, providing more

accurate sequence alignments. The sequences of key poses are then used to generate a near-

est neighbor classifier for predicting labels of newly observed sequences. In order to identify

suitable pose generation parameters we utilize evolutionary programming to select informative

training observations and features from the input data.

4.2.1 Segmentation of Gestures

The observation of an action is often the compounding of numerous poses into a sub-action

gesture, with multiple gestures then forming the given class. Therefore a set of observed se-

quences for an action, Xa, where A is all possible actions, often contains a set of sub-action

gestures which best describe Xa. These gestures are a temporally ordered sequence of key

poses, the frame-by-frame pose of the human body. With the intention to recognize similar

primitive gestures across all observations of Xa, we represent all training instances of the given
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action a as a single continuous sequence. Unlike previous methods, which use k-means as

a method of determining the k key poses, we make use of the ACA methodology presented

by [115, 131] to first cluster similar action primitives into k′ gesture clusters common across

all training instances of a given action. A minimum and maximum segment length is selected

and all possible segment sizes within that range are iteratively clustered using DTAK. Using

DTW, possible segments are aligned to current members of each cluster and allocated to the

most similar cluster, with each iteration minimizing within-cluster variance, segmenting out

similar repeated gestures across subjects. Once we obtain the ACA segmentation, we find the

k poses which describe a gesture by k-medoids clustering over the gestures.

Usual key pose generation draws representative poses from all frames of observed se-

quences, which may cause motion within a gesture to be lost in key pose representations taken

from the overall action observation. In comparison, by identifying key poses within sub-action

gestures we are formulating a key pose representation that reflects the gestures that in turn

compound to form an action. This produces key poses from gestures that are observable across

numerous subjects, providing informative poses that compose each gesture.

Given an observed sequence, x ∈ Rd×n, the ACA algorithm produces a segmentation di-

viding x into m disjoint segments, each clustered into one of k clusters. The iterative clustering

mechanism minimizes the energy function

aca(G,s) =
k

∑
c=1

m

∑
i=1

gci||ψ(x[si,si+1))− zc||2 (4.5)

where G ∈ {0,1}k×m is a one-hot encoding denoting which of the k clusters a given segment,

x[si,si+1), is allocated to. A vector S denotes the start position of each segment, where a given

segment contains the time frames from si up to, but not including, si+1, limited by the hyper-

parameter nmax. The vector S is then iteratively updated via the aligned cluster analysis ap-

proach, updating the start and end positions of a segment via 4.5.

The distance metric from (4.5) defines the squared distance between the ith segment and a

given cluster centroid zc, utilizing the DTAK metric

dist2
ψ(Yi,zc) = ||ψ(x[si,si+1))− zc||2

= τii−
2

mc

m

∑
j−1

gc jτi j +
1

m2
c

m

∑
j1 j2=1

gc j1gc j2τ j1 j2

(4.6)

where τ defines the DTAK function mapping value between the current segment and the current

cluster centroid.
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In order to cluster varying length segments, the DTAK function τ aligns two sequences

x ∈ Rd×nx and x̂ ∈ Rd×nx̂ by populating the cumulative kernel matrix U ∈ Rnx×nx̂ via

u1,1 = 2k1,1, ui, j = max





ui−1, j + ki, j

ui−1, j−1 +2ki, j

ui, j−1 + ki, j

(4.7)

where K is the frame kernel, a matrix denoting the similarity between frames in the two

sequences. In this case we assume a Gaussian kernel based similarity metric (4.8).

ki j = exp
(
− ||xi− x̂ j||2

2σ2

)
(4.8)

The output value given by the aligning kernel is the final cumulative sequence similarity value

from U , normalized by the sum of the two sequence lengths,

τ(x, x̂) =
unx,nx̂

nx +nx̂
(4.9)

providing a distance metric which accommodates varying length sequences.

The overall segmentation pipeline is described as follows. Given sequence with some

initial segmentation a forward pass of the sequence is made which computes the DTAK value

between the current segment X[i..v] and each of the segments in the currently identified clusters,

Fig. 4.1. The head position of each segment, the label predicted for that time-frame, and the

minimal energy for the segment. A backward pass then traverses the sequence in reverse and

segmentation cuts are made for each of the stored head positions. Iterating between forward

and backward passes continues until convergence of the ACA energy. Such an approach to

sequence clustering allows improvements over the use of other unsupervised methods, such as

k-means and kernalized k-means, by providing an ability to cluster varying length sequences

and a similarity based on the mapping between two observations [131].

4.2.2 Sequence Alignment and Prediction

The gestures identified by the aligned clustering are used to generate a DTW nearest neighbor

classifier to provide label predictions for new observations of a given action class. For each

of the training sample classes we produce a segmented sequence, returning clustered gesture

primitives from across numerous subjects and observations of a given class, Figure 4.2. k key
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Figure 4.1: Computation of the Dynamic Time Alignment Kernel between two sequences. a)
Two signals, x and x̂, b) Frame kernel matrix K where σ → 0, c) Cumulative kernel matrix (U),
d) Normalized signal correspondence matrix. Interpreted from [131].

Two Person Interaction: Handshake

𝑿𝒂
𝟏 𝑿𝒂

𝐧𝑿𝒂
𝐢 𝑿𝒂

…𝑿𝒂
…

Figure 4.2: Examples of a learned sequence segmentation via aligned clustering. The training
examples for a given class, X i

a, represented by individual genome are segmented into clusters,
exhibiting a repeating series of primitive gestures. Single frames of temporal gestures are
shown for clarity. Overview of gesture identified: black) Hands coming together, magenta)
Hands shaking, blue) Hands coming apart. Green and red segments represented gestures in
observations where skeletal tracking was noisy.
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poses are extracted by k-medoids from each gesture, identifying the poses which contribute to

the primitive gestures. The generation of key poses from the segmented gestures is intended

to reduce noise introduced by spatial variation between frames, whilst providing a sampling

distribution that considers the gestures that comprise a given action. Using DTW as a nearest

neighbor distance metric for classification, we are able to reduce the effects of slight temporal

fluctuation in execution rates common in HAR. A test sample is predicted to share the label of

the training template with the shortest warping distance.

4.2.3 Parameter Optimization

In order to optimize our gesture-based key poses we expand upon the evolutionary program-

ming explored in [116], allowing parameters for our models to be identified over each suc-

cessive generation of a population. We first construct a population P1:n containing n individ-

uals, with each individual represented via a genomic sequence (Fig. 4.3), pi = [g1, ...,gL];

where each gene vector, gl , represents a parameter of the model. The training instance vec-

tor, i1:n ∈ {0,1} for n training samples, is a binary indicator of whether a given sample in the

training set is used to generate the key poses. The vector is updated by random initialization

as training instances are added to the system. This vector aims to optimize the selection of

informative training samples. The parameter vector, p1:a ∈ {N{1, ...,K}}, where K is an upper

limit constraint on the possible number of key poses with which to populate the bag. Smaller k

results in coarser approximation of action class a. Should the system learn a new action, then A

is increased by 1 and representative key poses are learned for the new class. The feature selec-

tion vector, f 1:s×m ∈ {0,1} for m possible joints and s subjects, is a binary indicator denoting

if a given feature is used to generate key poses. By treating the individual subjects in a scene

separately, we are able to optimize which joints are informative to the overall class; this is ben-

eficial when an interaction class has the same label, but the two subjects react differently across

instances. In each generation all individuals are ranked on poses they produce, maximizing the

correct predicted class labels obtained by sequence alignment classification outlined in Section

4.2.2.

Standard Evolutionary Algorithm (EA) operators are used for reproduction, recombina-

tion, mutation, and ranking of the population within each generation, Figure 4.4. Genes within

the population are treated as independent parameters, subjected to the behaviors of the EA op-

erators defined below. The genes of the training vector and parameter vector are handled inde-

pendently, whilst the feature vector has a recombination scheme which considers the branching
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Pi =

Training Vector ∈ {0,1} Feature Vector ∈ {0,1} Parameter Vector ∈ {1, ...,K}
1 n 1 s×m 1 a

Figure 4.3: Genetic makeup of individuals in the population. The training vector denotes
observations chosen to generate a bag of gesture poses. The feature vector denotes which joints
are observed on the human skeletons of multiple subjects. The parameter vector describes the
number of poses to generate from each of the action gestures.

structure of the human skeletal model, as in Figure 4.5. The mutation operator considers all

genetic parameters as independent variables, as outlined in Figure 4.4 Recombination for i and

p occurs as outlined within common practice of EA, utilizing discrete sexual recombination

via single point crossover [401]. Recombination of f occurs via a domain specific crossover

method, Figure 4.5, in which a joint and its dependent branch is substituted with the second

parent. Recombination helps to defer convergence onto a homogeneous population by intro-

ducing variation of genes between parents and offspring. Once a new offspring is generated,

mutation provides variation within the population gene-pool, attempting to avoid optimizing

towards a local minimum by widening the search space. Each gene within vectors i1:n and

f1:s×m are subject to a binary flip based on their respective mutation rates; whilst genes in vec-

tor p are either sampled from a random distribution over all possible values, or from a Gaussian

distribution over a localized range, each with equal chance. For observations of human interac-

tion we must modify the operators to handle two individuals, thus the recombination operator

has a domain specific crossover method that accounts for the semantics that describe each of

the two observed individuals.

Taking an evolutionary approach to learn our value of k allows us to set a value of K,

and the population will grow to select a k for each action class which minimizes the accuracy

error during the evolutionary development. Selecting the value of K is a hyper-parameter, and

choosing a sufficiently sized K will define an upper limit on the number of segment clusters,

limiting the number of different gestures which can be identified. Similarly, the selection of

maximum/minimum parameter constraints on the segment lengths affects the temporal scale

of the gestures that can be extracted from the observations. The evolutionary approach could

be extended to further incorporate the parameters we wish to tune into the genome of the

population, however doing so can greatly increase the complexity of the search space [402,

403]. By utilizing an evolutionary approach we can apply constraints on traversal through the

search space through the use of the genetic operators, a preferable method of reducing the
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Figure 4.4: Evolutionary Operators. a) Single point crossover, two parents Pi and Pj produce
an offspring P̂i by recombination at a selected crossover point. b) Binary gene mutation as with
the training and feature vectors. c) Gaussian based gene shift mutation as with the parameter
vector.

Figure 4.5: Domain specific single point crossover operator performed on the skeleton feature
selection gene. When a given joint is chosen for crossover from parent 1, the branch of the
skeleton below the selected joint is copied to the offspring. When expanded to multiple sub-
jects, the branch is computed based for each skeleton model individually. Image from [116].
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variability within random walks [404]. Although we utilize basic genetic algorithm operators

for feature representation optimization, it is theoretically suitable to use other optimization

schemes to select the joints of interest, the number of clusters per action and the samples to

observe for training. Optimization strategies such as Particle Swarm [405], or Cuckoo Search

[406, 407] could also be used to select the representation learning parameters.

4.3 Application

The method presented requires a number of initialization parameters to be selected before they

are optimized using evolutionary programming. For all experiments, the mutation probabil-

ity was dynamically selected via a random distribution from between 0.0 and 0.1 for instance

vector i, and between 0.0 and 0.2 for vectors f and p. In our study, the Gaussian standard

deviation for mutation of genes within parameter vector p was empirically set to σ = 4, pro-

ducing a small localized mutation search space when using Gaussian gene mutation. For our

evolutionary optimization, for comparability to [116], we selected an initial population size

of n = 10, with 10 offspring created at each generation. For initial seeding of the population,

genome vectors are randomly initialized. In both single action and interaction experiments

we limited the number of generations per action to 50, as the populations began to converge,

Figures 4.8 and 4.10; however evolutionary optimization can be repeated indefinitely to allow

for the time restriction to be relaxed on the optimization. For k-means clustering, we limited

the maximum value of k to 40 key poses; as it provided both a decrease in complexity, and

marginal increase in accuracy on the 75 poses used by [116].

Single Action For single person HAR, the proposed method was evaluated on the 20 tracked

joints of the Microsoft Research (MSR) Action3D dataset [102], Figure 4.6. This dataset is a

commonly used standard for single person skeletal pose based HAR methods, and is comprised

of 3 subsets containing various action classes; containing 20 action classes performed by 10

subjects, repeated up to 3 times. We evaluate our method on the AS2 subset, which is viewed

as the most complex of the 3; utilizing the train/test split outlined by [102], producing a leave-

one-actor-out cross-subject validation analysis. The AS2 set contains the 8 action classes listed

in Table 4.1. Joint coordinates are utilized as features, with each gene of the feature vector f

representing a joint marker, f1:20. This subset was also used to evaluate the methods in [116],

which we have also implemented here for cross-comparison. For ACA sequence segmentation

on the MSR dataset, we empirically initialized the segmentation method to group the total-
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Table 4.1: Action class sets used for evaluation, with generation in which they are introduced
to the population. The first two actions are introduced simultaneously for initialization.

Generation AS2 [102] Stony Brook University (SBU) [108]

0 High arm wave Approaching
0 Hand catch Departing
50 Draw x Pushing

100 Draw tick Kicking
150 Draw circle Punching
200 Two hand wave Exchanging
250 Forward kick Hugging
300 Side boxing Handshake
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Figure 4.6: Example poses from the MSR Action3D dataset - High arm wave, Two hand wave
and Side boxing.

instance sequence into k′ = 5 sub-action gesture clusters, with a segment length limitation of

between nMin = 1 and nMax = 10 frames.

Two Person Interactions To evaluate the method for the purpose of interaction recognition

we utilize the SBU Kinect Interaction dataset [108], Figure 4.7; a dataset consisting of 8 inter-

action classes, Table 4.1. 21 pairs of subjects performed actions up to 3 times, and 15 joints

were tracked via Kinect. Following the 5-fold cross validation split outlined in [108], with 4-5

interaction pairs per fold. Joint coordinates features are utilized, with the pairwise interaction

encoded as a 30 dimensional temporal sequence, f1:15 representing person A and f16:30 person

B. To indicate this in population genetics, the recombination of a given feature vector f1:30
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Figure 4.7: Example images from the SBU Two Person Interaction Dataset - Punching, De-
parting and Hand-shake.

occurred via a modified domain specific method; if the cross point fell between f1:15, any de-

pendent joints along the branch would be taken from the person A on the second parent, while

cross points falling on genes in the range f1:15 were selected from person B. By this method

we have chosen to maintain domain specific recombination whilst applying it to handle the two

individuals observed in the scene. To obtain ACA segmentation of the SBU dataset, we ini-

tialized the segmentation cluster value k′ = 5 sub-action clusters, with gesture length between

nMin = 1 and nMax = 4 frames as there are a lot of cyclic motions within the SBU class which

have very short repetition rates.

4.4 Comparative Analysis and Results

We present the findings of our proposed method within Table 4.2 and Figures 4.8 and 4.10,

utilizing ACA segmentation to generate the key poses used in recognizing observed action

input sequences. The results shown are the averaging of cross-fold validation as detailed in

Section 4.2, over 3 replicate runs.

4.4.1 Single Person Action

The proposed method of obtaining key poses from segmented gestures achieved a global ac-

curacy that improves upon the comparable k-means method outlined by [116]. The prior seg-
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Table 4.2: Global recognition rate (%) across all action classes at final generation of evolution-
ary optimization.

Dataset [116] k-means Proposed gesture key poses

MSR Action3D 88.56 96.30 ± 5.30 97.42 ± 3.44
SBU Kinect Interaction - 83.30 ± 4.57 83.92 ± 4.58

mentation of class training samples is able to extract informative gestures from the action class,

with subsequent clustering of within-gesture poses identifying poses that are able to more com-

prehensively describe the action classes observed. As expected, introduction of a new action

class does have negative effect on recognition rates of the currently optimized population. This

initially results in decreased accuracy due to random initialization of the genetic representa-

tion of the new action class. However, evolutionary optimization returns the population to an

acceptable level, as seen by the increase in accuracy in following generations, Figure 4.8.

Prior clustering of the action class into cross-subject gestures works well to produce key

poses for sequence alignment based classification. The evolutionary method compliments this

by adapting to the introduction of new action classes, optimizing towards the most informative

set of parameters for the model. The MSR Action3D dataset is a common dataset within the

pose estimation community, and recognition rates of 97.4% on perceivably its most complex

subset are an indicator of the benefit to using gesture segmentation in the identification of key

poses. From Figure 4.9 we can see that common error lies in partitioning between the classes

‘high arm wave’ and ‘side boxing’, where each individual in the population was unable to

classify one of the testing samples. There was also a smaller level of confusion in predicting

between ‘hand catch’ and ‘side boxing’ classes. Surprisingly there was little confusion in

the recognition of the classes ‘draw x’, ‘draw tick’ and ‘draw circle’, those which we would

presume to contain the most subtle action gestures. The large fall in classifier accuracy at

generation 50 is coupled with the introduction of the ‘draw x’ class, with the subsequent ‘draw

. . . ’ classes providing a similar fall in population accuracy at generations 100 and 150. This

is reasonably acceptable due to the complexity of the classes, and the small number of frames

that their gestures are comprised of; however, within a few generations the population has

optimized the parameters and returned previous accuracy levels. In the case of introducing

‘two hand wave’ and ‘forward kick’ there is an increase in population accuracy upon learning

the new classes, this suggests that the training samples have then provided some benefit to

partitioning the previously learned actions, boosting the recognition of these classes.
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Figure 4.8: L-R: Maximum and Average predictive accuracy of population when classifying
single person actions on the MSR AS2 dataset. A new class is introduced every 50 generations.

4.4.2 Two Person Interaction Recognition

Similar improvement over the use of standard key pose generation can be seen from the in-

teraction recognition evaluation. Figure 4.10 shows that for the majority of the action classes

observed the predictive accuracy is in excess of 95% when the bag of key poses has been gen-

erated using ACA. In both methods used, the recognition rate between the ‘approaching’ and

‘departing’ classes reached 100% within a small number of generations, if not immediately;

this is believed to be due to the simple, almost polar opposite sequence of poses that are gen-

erated during the creation of the bag. Despite this issue being discussed in [108, 186, 387], we

decided to keep these classes as part of recognition testing due to the need for adaptation with

later introductions of unobserved classes. During the adaptation to new interaction classes, we

observe a decrease in recognition accuracy as expected; however the drop in accuracy is not as

noticeable as with the single action recognition. This may be due to the more simplistic classes

provided by the SBU dataset, or due to the higher dimensional embedding of features. There

was some difficulty for both methods to return to their previous level of accuracy once a new

action class was introduced; although a small increase occurs within the allotted 50 generation

time frame, the final prediction accuracy does not reach the standard it achieved before the

introduction of the new class, as can be observed with the MSR action recognition. This could

be due to the rate of mutation or the generation length being cut short. Despite this drop in ac-

curacy we are still able to generate strong recognition accuracy on multiple complex pairwise

interactions by first segmenting the action class into lower level gestures.
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Figure 4.9: Confusion matrix of single person action class recognition. Values shown are
predictive rates for the final generation of optimization.

4.5 Summary

This study has shown that key pose generation benefits from the initial segmentation of lower-

level gestures from all observed training instances. This identifies key temporal sub-actions

across instances of an action class, before then using these segments for the generation of

the key poses. The use of aligned cluster analysis has allowed us to extract common gesture

sequences from across all training observations by sequence alignment with Dynamic Time

Warping. This segmentation has then in turn been utilized to create a bag of key poses that

is able to accurately recognize action classes on both a single person, and two-person inter-

action level. Although this method generates significantly more key poses for the bag, it is

these informative poses that are able to assist in classifying new observations in the scene by

describing gestures that are repeatedly observed across numerous instances. The use of ACA

segmentation to generate key pose representations has benefits in the recognition of pairwise

interactions between two individuals, providing an increase in the correct prediction through
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Figure 4.10: L-R: Maximum and Average predictive accuracy of population when classifying
two person pairwise interactions. A new class is introduced every 50 generations.

use of key poses. Although the initial accuracy of the classifier is variable, the evolutionary

optimization of the tuning parameters is able to increase the predictive accuracy over time.

The understanding of the underlying gestures are key to recognizing actions, as has been

demonstrated by the use of key poses, sequences of key poses, bag of key pose, and sequence

alignment techniques that have come to fruition over recent years. Further understanding of

how an action execution can be comprised of gestures that are global across both subjects and

observations will help to identify which portions of an event are beneficial to the partitioning

of the action space.

In terms of performance; the number of key poses that this method creates is large, creating

k key poses for each of the segmented gesture clusters. Therefore a reduction in the number

of key poses that represent each segment cluster may be beneficial to the overall accuracy and

speed of the system. Just as with the selection of training parameters, the use of evolutionary

programming may guide the selection of an optimum ACA segmentation. The observed ac-

curacies are acceptable for the HAR domain, and especially when considering the recognition

of interactions between two individuals, in which level of variation in execution can vary on a

large scale and the class labeling is broadly generalized.

The method also optimizes each of the classes as they are introduced to the system, and we

can observe an initial drop in performance at the introduction of each new class. A population

will optimize its representation sampling parameters for the current set of observed classes,

and as a new class is introduced we observe a drop in accuracy, this is to be expected, given

the need to classify a previously unobserved behavior. The population evolutionary operators
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allow for mutations to produce individuals that assist in searching the parameter space. The

introduction of new classes leads to a new function space on which the population optimize

their parameters, and the population genetics will drift accordingly, reducing the chance of

stagnation in a population when faced with new classes and samples.

In the following chapters we look to more comprehensive methods of representation learn-

ing, focusing on the use of deep learning as a means to generating feature descriptors from

observed data. In Chapter 5 we present a method for learning features in domains which ex-

hibit an irregular spatial topology, such as the skeletal model explored here. Chapters 6 and 7

explore the use of such methods in learning features across multiple scales and from temporal

observations, with Chapter 7 returning the problem of HAR to evaluate the use of irregular

spatio-temporal learning in action classification.
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Deep Learning in Irregular Domains
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5.1 Introduction

In the previous chapter we have looked at one method for representation learning in the context

of Human Action Recognition, utilizing an evolutionary approach to training sample, feature

set, and clustering parameter selection in order to segment actions into primitive gestures.

In the following chapters we will move towards the use of deep learning as a representation

learning approach, introducing the use of irregular domain based convolutional neural

networks. During this chapter we will explore the development of generalized operators for

convolution and pooling on a graph representation of the irregular spatial domain, providing

evaluation on signal classification tasks, before moving on in later chapters to learn multi-scale

features and temporal informations

In recent years, the machine learning and pattern recognition community has seen a resur-

gence in the use of neural network and deep learning architecture for the understanding of clas-

sification problems. Standard fully connected neural networks have been utilized for domain

problems within the feature space with great effect, from text document analysis to genome

characterization [408]. The introduction of the Convolutional Neural Network (CNN) pro-

vided a method for identifying locally aggregated features by utilizing kernel filter convolu-

tions across the spatial dimensions of the input to extract feature maps [11]. Applications of

CNNs have shown strong levels of recognition in problems from face detection [409], digit

classification [410], and classification on a large number of classes [411].

The core CNN concept introduces the hidden convolution and pooling layers to identify

spatially localized features via a set of receptive fields in kernel form. The convolution oper-

ator takes an input and convolves kernel filters across the spatial domain of the data provided

some stride and padding parameters, returning feature maps that represent response to the fil-

ters. Given a multi-channel input, a feature map is the summation of the convolutions with

separate kernels for each input channel. In CNN architecture, the pooling operator is utilized

to compress the resolution of each feature map in the spatial dimensions, leaving the number

of feature maps unchanged. Applying a pooling operator across a feature map enables the

algorithm to handle a growing number of feature maps and generalizes the feature maps by

resolution reduction. Common pooling operations are that of taking the average and max of

receptive cells over the input map [336].

Due to the usage of convolutions for the extraction of partitioning features, CNNs require

an assumption that the topology of the input dimensions provides some spatially regular sense

95



5. Deep Learning in Irregular Domains

of locality. Convolution on the regular grid is well documented and present in a variety of CNN

implementations [412, 413], however when moving to domains that are not supported by the

regular low-dimensional grid, convolution becomes an issue. Many application domains utilize

irregular feature spaces [414], and in such domains it may not be possible to define a spatial

kernel filter or identify a method of translating such a kernel across spatial domain. Methods

of handling such an irregular space as an input include using standard neural networks, embed-

ding the feature space onto a grid to allow convolution [29], identifying local patches on the

irregular manifold to perform geodesic convolutions [359], or graph signal processing based

convolutions on graph signal data [415]. The potential applications of a convolutional network

in the spatially irregular domain are expansive, however the graph convolution and pooling is

not trivial, with graph representations of data being the topic of on-going research [375, 416].

The use of graph representation of data for deep learning is introduced by [417], utilizing the

Laplacian spectrum for feature mining from the irregular domain. This is further expanded

upon in [415], providing derivative calculations for the backpropagation of errors during gra-

dient descent. We formulate novel gradient equations that show more stable calculations in

relation to both the input data and the tracked weights in the network.

In this methodology-focused study, we explore the use of graph-based signal-processing

techniques for convolutional networks on irregular domain problems. We evaluate the effects of

using interpolation in the spectral domain for identifying localized filters and we present the use

of Algebraic Multigrid (AMG) node agglomeration for graph pooling. We have also identified

an alternative to the gradient calculations of [415], by formulating the gradients in regards to the

input data as the spectral convolution of the gradients of the output with the filters (Equation

5.3), and the gradients for the weights as the spectral convolution of the input and output

gradients (Equation 5.4). These proposed gradient calculations show consistent stability over

previous methods, which in turn benefit the gradient-based training of the network. Results are

reported on the MNIST dataset on both the regular 2D grid, and an irregularly sampled variant

of the grid.

The rest of the chapter is outlined as follows. Section 5.2 describes the generation of a

graph-based CNN architecture, providing the convolution and pooling layers in the graph do-

main by use of signal-processing on the graph. Section 5.3 details the experimental evaluation

of the proposed methods and a comparison against the current state of the art, with Section 5.4

reporting the results found and conclusions drawn in Section 5.5.
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Figure 5.1: Graph based Convolutional Neural Network components. The Graph-CNN is de-
signed from an architecture of graph convolution and pooling operator layers. Convolution
layers generate O output feature maps dependent on the selected O for that layer. Graph pool-
ing layers will coarsen the current graph and graph signal based on the selected vertex reduction
method.

5.2 Proposed Approach

The familiar CNN architecture pipeline consists of an input layer, a collection of convolution

and/or pooling layers followed by a fully connected neural network and an output prediction

layer. One issue with CNNs is that the convolution of a filter across the spatial domain is

non-trivial when considering domains in which there is no regular structure. One solution is

to utilize the multiplication in the spectral graph domain to perform convolution in the spatial

domain, obtaining the feature maps via graph signal processing techniques. The graph-based

CNN follows a similar architecture to standard CNNs; with randomly initialized spectral multi-

plier based convolution learned in the spectral domain of the graph signal and graph coarsening

based pooling layers, see Figure 5.1 for a pipeline. Training is compromised of a feed-forward

pass through the network to obtain outputs, with loss propagated backwards through the net-

work to update the randomly initialized weights.

The topic of utilizing graphs for the processing of signals is a recently emerging area in

which the graph G forms a carrier for the data signal x [360]. The graph holds an underlying

knowledge about the spatial relationship between the vertices and allows many common signal

processing operators to be performed upon x via G, such as wavelet filtering, convolution, and
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Figure 5.2: The 2nd, 20th, and 40th eigenvectors of the full 28× 28 regular gird (left) and the
irregularly sampled grid (right).

Fourier Transform [360,364]. By representing the observed domain as a graph it is possible to

perform the signal processing operators on the observed data as graph signals. Coupling these

graph signal processing techniques with deep learning it is possible to learn within irregularly

spaced domains, upon which conventional CNNs would be unable to convolve a regular kernel

across. The proposed technique will therefore open the door for deep learning to be utilized

by a wider collection of machine learning and pattern recognition domains with irregular, yet

spatially related features.

5.2.1 Convolution on Graph

A graph G = {V,W} consists of N vertices V and the weights W of the undirected, non-

negative, non-selflooping edges between two vertices vi and v j. The unnormalized graph

Laplacian matrix L is defined as L = D−W , where di,i = ∑
N
i=1 wi forms a diagonal matrix

containing the sum of all adjacent weights for a vertex. Given G, an observed data sample is a

signal x ∈ RN that resides on G, where xi corresponds to the signal amplitude at vertex vi. The

normalized Laplacian L̃ = D−
1
2 LD−

1
2 is an alternative to the non-normalized Laplacian which

enables normalization of the edge weights in A.

Convolution is one of the two key operations in the CNN architecture, allowing for locally

receptive features to be highlighted in the input image [11]. A similar operator is presented in

graph-based CNN, however due to the potentially irregular domain graph convolution makes

use of the convolution theorem, where convolution in the spatial domain is approximated by

element-wise multiplication in the frequency domain [365].

To project the graph signal into the frequency domain, the Laplacian L is decomposed into a

full matrix of orthonormal eigenvectors U = {ul=0...N−1}, where ul is a column of the matrix

U , and the vector of associated eigenvalues λl=0...N−1 [360], Figure 5.2. Using the matrix U ,

the graph Fourier transform is defined as x̃ =UT x, and the inverse as f =Ux̃, where UT is the

transpose of the eigenvector matrix.
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For forward convolution, a convolutional operator in the vertex domain can be composed as

a multiplication in the Fourier space of the Laplacian operator [365]. Given the spectral form

of our graph signal x̃ ∈ RN and the spectral multiplier k ∈ RN , the convolved output signal

in the original spatial domain is the spectral multiplication, i.e. y = Ux̃� k. It is possible to

expand this for multiple input channels and multiple output feature maps:

ys,o =U
I

∑
i=1

UT xs,i� ki,o , (5.1)

where I is the number of input channels for x, s is a given batch sample, and o indexes an output

feature map from O output maps.

One issue with the above formulation of the filter k is in the use of a spectral multiplier

vector of length N, which provides a filter with an independent parameter for each Laplacian

eigenvector of the graph. This not only provides a parameter complexity of O(n) per input

map per output map per layer, but it also does not guarantee a localization of filters in the

spatial domain. Localized regions in the spatial domain are defined by the kernel receptive

field in CNNs, and for graph-based CNNs the spatial vertex domain localization is given by a

smoothness within the spectral domain, given by the Parseval Identity,

∫ +∞

−∞

|x|2k| f (x)|2dx =
∫ +∞

−∞

∣∣∣∣
∂ k f̂ (ω)

∂ωk

∣∣∣∣
2

dω (5.2)

Therefore to identify local features within the spatial domain, the spectral multipliers used

for spectral convolution are identified by tracking a subsampled set of filter weights k̂i,ok ∈
R<<N which are interpolated up to a full filter via a smoothing kernel Φ such as cubic splines:

ki,o =Φk̂i,o. This has the added benefit of reducing the number of tracked weights, reducing the

complexity to O(k << n) as with CNNs. Reducing the number of tracked weights increases the

smoothness of the final interpolated filter, and as such provides the localized filtering required

in the graph spatial domain.

5.2.2 Backpropagation on Graph

Backpropagation of errors is a pivotal component of deep learning, providing updates of

weights and bias for the networks towards the target function with gradient descent. This

requires obtaining derivatives in regards to the input and weights used to generate the output,

in the case of graph-based CNN convolution the gradients are formulated in regards to the

graph signal x and the spectral multipliers k. The gradients for an input feature map channel
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xs,i is given as the convolution of the gradients for the output ∇y and the spectral multipliers in

the spectral domain via

∇ fs,i =U
O

∑
o=1

UT
∇ys,o� ki,o (5.3)

for a provided batch of S graph signals. Gradients for the full set of interpolated spectral

multipliers is formulated as the convolution of the gradients for the output ∇y with the input

xs,i via

∇ki,o =
N

∑
s=1

UT
∇ys,o�UT xs,i. (5.4)

As the filters are spectral domain multipliers, we do not project this spectral convolution back

through the graph Fourier transform. The smooth multiplier weights ∇k can then be projected

back to the subsampled set of tracked weights by the multiplication with the inversed smooth-

ing kernel ∇k̂i,o = ΦT ∇ki,o.

5.2.3 Pooling on Graph

The pooling layer is the second key component in conventional CNNs, reducing the resolution

of the input feature map in both an attempt to generalize the features identified and to manage

the memory complexity when using numerous filters [336]. Such pooling operations stride

across the regular spatial domain of the input feature map with an appropriate max or mean

operator filtering the underlying receptive cell to produce a coarsened resolution map as output.

Such pooling operations provide two main benefits, firstly the memory and computational

complexity for convolution is reduced for smaller sized feature maps, secondly the learned

features are generalized by compression of feature map resolution [336]. The standard CNN

pooling operator maintains the spatial regularity of the domain, taking a Cartesian grid as

input and returning a Cartesian grid feature map as output. During graph-based convolutions

there is no reduction in size between the input signal and the output feature map due to the

elementwise multiplication of the RN filter with the RN spectral signal. As such, each layer

of a deep graph CNN would possess a graph with N vertices and numerous feature maps

of length N, leading to scaling inefficiencies without a pooling operation. Since the graph

convolution requires a fixed Fourier basis for the Graph Fourier Transform (GFT) it is possible

to pre-compute the required graphs for the architecture before training and look them up for

convenience, however the complexity of the forward and reverse Graph Fourier Transforms

is directly linked to the number of vertices within the graph. If pooling is utilized, there

is benefit gained from feature map generalization and reduction in complexity of the graph
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Fourier transforms as each layer’s vertex count N is lowered. To pool local features together

on the graph, it is required to perform graph coarsening and project the input feature maps to

reside on the reduced size graph. Coarsening G = {V,W} to Ĝ = {V̂ ,Ŵ} not only requires the

reduction of vertex counts, but also a handling of edges between the remaining N̂ vertices and

the observed graph signals. Common methods of generating V̂ are to either select a subset of V

to carry forward to Ĝ [384] or to form completely new set of nodes V̂ from some aggregation

of related nodes within V [371].

Selecting a collection of vertices to keep in the coarsened graph can take several forms, in-

cluding a selection criteria based on the polarity of the eigenvector associated with the largest

eigenvalue, V̂ = {UN,i};UN,i >= 0, or the use of spectral clustering of the vertices via k-

medoids over the eigenvectors. By utilizing the eigenvectors corresponding to the k largest

eigenvalues we can group the spectral representation of the graph into k clusters, identifying k

nodes in V to select for V̂ .

5.2.3.1 Kron’s reduction

Kron’s reduction, [381, 418], is the generation of a new coarsened graph Ĝ from G via the

original finer graph Laplacian, some selected vertices V̂ , and their complement V̂ c. Kron’s

reduction of the Laplacian

L̂ = LV̂ ,V̂ LV̂ ,V̂ c−LV̂ c,V̂ cLV̂ c,V̂ (5.5)

provides a means to then reconstruct the reduced node weight matrix Ŵ from the removal of

the discarded vertices from the rows and columns of L

Ŵn,m

{
−L̂n,m for n 6= m

0 for i = j
(5.6)

A selection of V̂ is made by identifying the largest eigenvalue λN and splitting V into two

subsets based on the polarity of the associated eigenvector UN [382]. We can therefore define

V̂ = {uN , i};uN , i <= 0 (5.7)

and its complement

V̂ c = {uN , i};uN , i > 0 (5.8)

These selections for the pooled vertices are then used in (5.5) to construct Ĝ, although by

reversing the selection for the polarity to keep it is just as understandable to choose V̂ c for
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Figure 5.3: Left to right: Increasing levels of Kron’s reduction of the 2D Grid via (5.5) on the
Laplacian. Note the impact reducing the Laplacian has on the spatial structure of the original
graph, reducing the vertex count but increasing the edge connectivity.

construction of Ĝ. Kron’s reduction has the effect of increasing the number of edge connections

present in the graph, and as such it is often necessary to sparsify the connectivity in the graph

by way of spectral sparsification [384, 419]. Given the original graph G and the edge selection

tuning parameter Q we initialise the weight matrix Ŵ for the subgraph Ĝ to 0 for all vertex

pairings wn,m. Then we select Q random edges e(n,m) ∈ ε from the original weight matrix W

given a probability

pe =
δ (n,m)Wn,m

∑
ε

e=(α,β )∈ε
δ (α,β )Wα,β

(5.9)

which is then accumulated into the new graph’s weight matrix

Ŵn,m = Ŵn,m +
Wn,m

Qpe
(5.10)

for the coarser graph layer. This has been shown by [419] to be a useful coarsening method on

larger graphs, maintaining localized structure relationships from the original graph.

With a coarser graph structure Ĝ it is required to then down-sample the graph signal f1:N

into a new signal f̂1:N̂ that is able to reside on Ĝ. We down-sample f ∈ RN on G to f̂ ∈ RN̂ on

Ĝ by pyramid analysis interpolation. Kron’s pyramid utilizes a linear application of Green’s

functions derived from the Laplacian to interpolate the signal about a given vertex vn in the
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two coarsening schemes: strict and weighted aggregations (SAG and WAG). For
completeness we briefly review their description.

In SAG (also called edge contraction or matching of vertices) the nodes are
blocked in small disjoint subsets, called aggregates. Two nodes i and j are usually
blocked together if their coupling is locally strong, meaning that wij is compa-
rable to min{maxk wik,maxk wkj} (see Figure 2). In WAG, each node can be
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Fig. 2. Schematic demonstration of the SAG scheme. The dashed ovals corre-
spond to the pairs of vertices at the fine level that form aggregates at the coarse
level. For example, vertices ”1” and ”3” are aggregated into one coarse node
”1,3”.

divided into fractions. Different fractions belong to different aggregates (see Fig-
ure 3); that is, V will be covered by (presumably) small intersecting subsets of
V . The nodes that belongs to more than one subset will be divided among corre-
sponding coarse aggregates. In both cases, these aggregates will form the nodes
of the coarser level, where they will be blocked into larger aggregates, forming
the nodes of a still coarser level, and so on.
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Fig. 3. Schematic demonstration of the WAG scheme. The closed curves at the
left graph correspond to the subsets of vertices that form aggregates at the coarse
level. These subsets are not disjoint; in other words, vertices in intersection are
divided among several aggregates.

As AMG solvers have shown, weighted, instead of strict, aggregation is im-
portant in order to express the likelihood of nodes to belong together; these
likelihoods will then accumulate at the coarser levels of the process, indicating
tendencies of larger-scale aggregates to be associated to each other. SAG, in
contrast, may run into a conflict between the local blocking decision and the
larger-scale picture.
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likelihoods will then accumulate at the coarser levels of the process, indicating
tendencies of larger-scale aggregates to be associated to each other. SAG, in
contrast, may run into a conflict between the local blocking decision and the
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Figure 5.4: Two agglomerative pooling approaches: Strict Aggregation (SAG, top) and
Weighted Aggregation (WAG, bottom). SAG merges disjoint pairs of nodes into a single node
in the coarser graph. WAG can utilize non-disjoint subsets of vertices, allowing a vertex in a
finer representation to be divided amongst several coarser level nodes. Image from [371].

spatial domain [384]. This allows a Kron’s Pyramid to project our samples from fine to coarse

resolutions during forward passes through the network, and from coarse to fine scale during

the backpropagation learning.

5.2.3.2 AMG

An alternative approach to graph coarsening is to utilize agglomerative methods which look

to combine vertices in the finer graph into singular vertices in the coarser approximation by

contraction in the spatial domain. In this study we utilize AMG for graph coarsening, a method

of projecting signals to a coarser graph representation obtained via greedy selection of vertices

[371, 420]. Aggregation takes a subset of vertices on V and generates a singular vertex in the

new set of coarsened nodes V̂ in the output graph.

With a coarser graph structure Ĝ it is required to down-sample the graph signal x1:N into a

new signal x̂1:n that is able to reside on Ĝ. AMG provides a set of matrices for the interpolation
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Figure 5.5: Two levels of graph pooling operation on regular and irregular grid with MNIST
signal. From left: Regular grid, AMG level 1, AMG level 2, Irregular grid, AMG level 1, AMG
level 2.

of the input signal f ; the restriction matrix R and the projection matrix P. Down-sampling

x ∈ RN on G to x̂ ∈ RN̂ on Ĝ is achieved by the multiplication of the signal with the restriction

matrix, x̂s,i = Rxs,i, whilst the reverse pooling required for backpropagation is achieved via

multiplication with the projection matrix, xs,i = Px̂s,i.

5.3 Application

Although we utilize forms of the 2D grid, both regular and irregularly sampled, the graph CNN

is generalizable to more irregular domain problems; such as sensor networks, mesh signals, text

corpora, human skeleton graphs and more. These domains quite often contain irregular spatial

geometries, upon which it is non-trivial to define a filter kernel for convolution. In this study

we evaluate the performance of the proposed graph CNN with an implementation on both the

standard regular 28 grid and the irregularly sampled 2D grid.

The 2D grid is the graph representation of the Von Neumann neighborhood of vertices in

a regular domain, most commonly applied to that of pixel relationships in images. Such a

spatial domain utilizes an underlying correlation within localized pixel neighborhoods and is a

staple of the CNN methodology, with an assumption being made that the input domain resides

upon a grid domain across which a fixed size kernel can be convolved and optimized. Often

the input domain is represented as multi-dimensional array or tensor [320, 412], however the

grid can of course be formulated as a graph, where each pixel is represented by a vertex on

G. Edge weights are taken as the Euclidean distance between the nodes in the Von Neumann

neighborhood, connecting neighboring vertices. The intensities at a given pixel form a channel

amplitude for each vertex, forming the graph signal x. In this form a graph represents the

spatial relationship amongst the elements within the observed signal, based on some graph

construction approach. To evaluate the performance of graph CNN on the 2D grid we utilize
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the MNIST dataset, consisting of 60,000 examples of handwritten numerical digits in 28×28

grayscale pixel images. The edge weights for G are the binary presence of an edge between vi

and v j on the 4-way adjacency, with V ∈ R784.

To evaluate the suitability of the Graph-CNN approach and it’s ability to learn localized

filters on an irregular input domain we artificially subsample the 2D grid domain for the MNIST

dataset. A conventional CNN cannot convolve across an irregular spatial geometry, and by

removing pixels from the grid we are able to produce a situation in which we have spatial

information, but without the ability to utilize CNNs with embedding or artificially resampling

the input space. We subsampled the 28×28 grid by selecting a number of random vertices to

exclude from the grid, in this implementation we drop 84 vertices to create a irregular spatial

domain. Upon removing the selected vertices and their corresponding edges from the graph, we

then subsample the MNIST dataset with the respective signals such that x∈R700. This irregular

spatial domain now requires the graph-based CNN operators above to form a convolved output

feature map. The choice of vertices to drop, both their number and location, is arbitrary and

only serves to create a space in which spatial distribution of information is still relevant but

shows an irregular form. Reduced spatial sampling rates, whether regular or irregular, just

serves to more coarsely approximate the underlying domain, and removing more or less pixels

from the grid affects the underlying representation of the domain. Once we have a toy example

with an irregular domain we are inhibited from using CNNs.

The architecture of the graph CNN was set to C20PC50PRF ; where Cκ defines a convo-

lutional layer with 60 tracked weights and κ output feature maps, P defines an AMG pooling

with a coarsening factor of β = 0.05 and 2 levels, R defines a rectified linear unit layer, and

finally F describes fully connected layers providing output class predictions. Networks were

trained for 500 epochs, with the full 10,000 validation samples being classified at each epoch

to track the predictive performance of the network. A fixed learning rate of 10−3 was used in

combination with a mini-batch gradient descent optimization approach, with a batch size of 32

and updates made using the average gradient of the mini-batch [328]. Although an empirical

search of the hyper-parameter is possible to optimize the network architectures, the aim of this

study is to explore the use of graph-based convolutional neural network operators.

To perform derivative checking, the calculation of the gradients for ∇x, ∇k and ∇k̂ were

evaluated using random perturbations of errors on the scale of 10−4. Derivatives for ∇k̂ were

checked for interpolation over varying numbers of tracked weights in the network, including

the full set N̂ ∈ RN . The experiment was repeated 100 times and the average percentage error
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Figure 5.6: Graph-CNN architecture for classification of irregularly sampled MNIST images.

of the calculated gradient versus the empirically obtained gradient is reported in Figure 5.9.

The graph-based CNN architecture was implemented within MATLAB using GPU enabled

operators.

5.4 Comparative Analysis and Results

The graph CNN method was evaluated on both the regular 28×28 grid and randomly sampled

grid. We report the predictive accuracy of the network at each epoch of training using both the

proposed graph CNN method and the method proposed by [415]. We also show the effects of

smoothed spectral multiplier filters on the convolution output and the derivative errors we ob-

tained for gradient calculations. In summary we found that by increasing the smoothness of the

spectra filters we were able to increase the local relationship of features in the spatial domain,

however this also resulted in higher error being introduced by the interpolation when calcu-

lating the gradients of the tracked weights k̂. Overall we found that the proposed calculations

for derivatives in respect to k̂ introduced little error during backpropagation. The accuracy ob-

served when testing unobserved samples is very promising, exceeding 94% on both the regular

and irregular geometry domains.

5.4.1 Convolution and filter smoothness

Reducing the number of tracked filter weights produces smoother spectral multipliers after

interpolation up to ki,o = Φk̂i,o. Figure 5.7 shows the effect of interpolating weights from

various lengths of k̂ as applied to the 2D graph with the Cameraman.tif graph signal residing

on it. As the number of tracked weights is reduced the spatial locality of the features learned

is reduced, providing sharper features, whilst as the number of tracked weights approaches N

the spatial localization of the feature map is lost.
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Figure 5.7: Effect of spline interpolation of tracked spectral weights on filter smoothness during
graph-based convolution. a) Original image, b) k̂ =Rceil( 4√N), c) k̂ =Rceil( 3√N), d) k̂ =Rceil( 2√N),
e) k̂ = RN .

(a)

(b)

Figure 5.8: Feature maps formed by a feed-forward pass of the irregular domain. From left:
Original image, Convolution round 1, Pooling round 1, Convolution round 2, Pooling round 2.
a) Regular 2D grid, b) Irregularly sampled 2D grid.

5.4.2 Localized feature maps

By interpolating smooth spectral multipliers from the 60 tracked weights we were able to

convolve over the irregular domain to produce feature maps in the spatial domain with spatially

localized features. Figure 5.8 visualizes output for each layer of the Graph CNN convolution

and pooling layers for both the regular and irregular domain graphs.
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Figure 5.9: Effect of interpolation on calculation of gradients for tracked weights in spectral
filters.

5.4.3 Backpropagation derivative checks

The proposed method gave an average of 1.41%(±4.00%) error in the calculation of the gradi-

ents for the input feature map. In comparison, by not first applying a graph Fourier transform

to ∇ys,o in the calculation for ∇xs,i, as in [415], we obtain errors of 376.50%(±1020.79%).

Similarly the proposed method of obtaining the spectral forms of ∇ys,o and xs,i in the calcula-

tion of ∇ki,o gave errors of 3.81%(±16.11%). By not projecting to the spectral forms of these

inputs, errors of 826.08%(±4153.32%) are obtained. Figure 5.9 shows the average percent-

age derivative calculation error for ∇k̂ of varying numbers of tracked weights over 100 runs.

The proposed method of gradient calculation shows lower errors than the compared method

gradient calculation of ∇k when k̂ ∈ RN and all but the lowest number of tracked weights of

k̂ ∈ R100. The introduction of interpolation leads to a higher introduction of error into the

calculated gradient errors, especially in the presence of a low number of tracked weights.

5.4.4 Testing performance

Classification performance on the MNIST dataset is reported in Table 5.1, with progression

of testing accuracy over epochs given in Figure 5.10 comparing between the proposed gra-

dient calculations and those of [415]. The proposed graph CNN method does not obtain the
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Figure 5.10: Test Set accuracy on the MNIST dataset on the regular and irregular 2D grid. An
increasing in testing accuracy is observed when utilizing the proposed gradient calculations
from equations 5.3 and 5.4.

Table 5.1: Testing set accuracy of network (%)

Dataset CNNs [410] [415] Proposed Graph CNN

Regular grid MNIST 99.77 92.69 94.23
Irregularly sampled grid MNIST - 91.84 94.96

99.77% accuracy rates of the state of the art CNN architecture presented by [410] on the full

28×28 grid. This is understandable, as standard CNNs are designed to operate in the regular

Cartesian space, giving it a strong performance in the image classification problem. The main

benefit of the graph CNN is in its ability to handle the irregular spatial domain presented by

the subsampled MNIST grid by use of convolution in the graph spectral domain.

5.5 Summary

This study proposes a novel method of performing deep convolutional learning on the irregu-

lar graph by coupling standard graph signal processing techniques and backpropagation based

neural network design. Convolutions are performed in the spectral domain of the graph Lapla-

cian and allow for the learning of spatially localized features whilst handling the non-trivial
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irregular kernel design. Results are provided on both a regular and irregular domain classi-

fication problem and show the ability to learn localized feature maps across multiple layers

of a network. A graph pooling method is provided that agglomerates vertices in the spatial

domain to reduce complexity and generalize the features learned. GPU performance of the

algorithm improves upon training and testing speed, however further optimization is needed.

Although the results on the regular grid are outperformed by standard CNN architecture this

is understandable due to the direct use of a local kernel in the spatial domain. The major

contribution over standard CNNs is the ability to function on the irregular graph is not to be

underestimated. Graph based CNN requires costly forward and inverse graph Fourier trans-

forms, and this requires some work to enhance usability in the community. On-going study

into graph construction and reduction techniques is required to encourage uptake by a wider

range of problem domains.

In the coming chapters we will explore the use of Graph-based CNNs in learning features

from multiple scales and from temporal information on irregular spatial domains. A multi-

scale sampling approach results in a singular irregularly spaced embedding of local and global

features, upon which a standard Convolutional Neural Network would not be possible. Local

and global information is used in a detection problem to accurately and stably identify small-

scale structures in the wider context of placement in a larger volume. A Graph-CNN is then

defined to learn features on spatio-temporal motion information of the human skeletal model

for the purpose of human action recognition.
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6.1 Introduction

The use of contextual and local information is common in numerous domains, from under-

standing scene context in images to modeling sentence structure within speech [421,422]. The

idea of a scale-space is introduced by Koenderink [423] and discussed by Lindeberg, [424,425],

in which a multi-resolution decomposition of an input signal is an ordered set of signals at in-

creasingly coarser representations, reducing the finer scale features of an input domain and

providing an increasingly generalized representation of the data [426]. Given that an observed

dataset may describe a sampling of a problem domain in which the spatial scale of the tar-

get may be unknown, it can be beneficial to represent the observation across multiple scales.

Lindeberg [424] discusses that the use of feature descriptors are often dependent on the re-

lationship between the size of points of interest within the data and the size of the operators

which are to be applied to them. The lack of a priori knowledge about the target scale of the

application domain can result in the hindrance of descriptors producing an interpretable re-

sponse for observations with largely varying scales. Developing feature extractors that are able

to provide information from various levels of scale has been an important area of research in

vision communities. A similar concept of contextual focus and scaling is seen in the behavior

of visual acuity and peripheral drop off in biological vision systems [427, 428], as shown by

the topology of the photoreceptors within the human eye in Figure 6.1. The density of sen-

sory structures within the eye provides a region of focal acuity, whilst the reduction in density

towards the outer field of view leads to a reduced resolution. Rosenholtz [429] explains that

the loss of acuity in peripheral vision should not result in the perception of a blurred scene, as

appears within Figure 6.2, despite the drop in resolution as angular distance increases from the

fovea and the center of focus. Instead the brain is able to utilize the low frequency informa-

tion as context to the central area. The understanding of scale and the utilization of contextual

information is an important task in computer vision and its use in pattern recognition, and as

such methodologies have been explored which look to handle changes in scale and the relation

between an object and its wider context.

Scale invariant methods, such as Scale Invariant Feature Transform (SIFT) [414] and

Speeded-Up robust Features (SURF) [430], aim to focus extractors on key locations within the

observed image; upon which scale, translation, and rotation invariant features are extracted.

Cascade based methods, such as those presented in the Viola-Jones cascade detector, [431],

aim to speed up detection by detecting on contextual features before moving on to local

information, utilizing the fast computation of descriptors to discard regions which do not
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To visualize how small the fovea is compared to your entire visual field, hold 
your arm straight out and look at your thumb. Your thumbnail, viewed at arm’s 
length, corresponds approximately to the fovea (Ware, 2008). While you have your 
eyes focused on the thumbnail, everything else in your visual field falls outside of 
your fovea on your retina.

In the fovea, people with normal vision have very high resolution: they can 
resolve several thousand dots within that region—better resolution than many of 
today’s pocket digital cameras. Just outside of the fovea, the resolution is already 
down to a few dozen dots per inch viewed at arm’s length. At the edges of our 
vision, the “pixels” of our visual system are as large as a melon (or human head) at 
arm’s length (see Fig. 6.2A and B).

If our peripheral vision has such low resolution, one might wonder why we 
don’t see the world in a kind of tunnel vision where everything is out of focus 
except what we are directly looking at now. Instead, we seem to see our surround-
ings sharply and clearly all around us. We experience this illusion because our eyes 
move rapidly and constantly about three times per second even when we don’t real-
ize it, focusing our fovea on selected pieces of our environment. Our brain fills in 
the rest in a gross, impressionistic way based upon what we know and expect.1 Our 
brain does not have to maintain a high-resolution mental model of our environment 
because it can order the eyes to sample and resample details in the environment as 
needed (Clark, 1998).

1 Our brains also fill in the perceptual gaps that occur during saccadic eye movements, when vision is 
suppressed.
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Distribution of photoreceptor cells (cones and rods) across the retina.

Lindsay and Norman, 1972.

Figure 6.1: Spatial resolution of visual sensory receptors within the human eye. The resolution
of peripheral vision gradually reduces as the angle of observation deviates from the foveal
region (0 degrees). Image from [427].
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processing 1◦ of visual angle is less in the periphery than in the fovea. The cortical magnification
factor, M, represents this change in area as a function of eccentricity. The reciprocal often proves
more useful. One can use this function to derive the factor by which we need to scale a stimulus
in the periphery so that it is processed by approximately the same amount of cortex as the original
foveal stimulus for a given anatomical region of visual processing. For primary visual area, V1, one
approximation yields the recommendation that one scale stimuli at eccentricity E (in degrees of
visual angle) by a factor of M −1(E)/M −1(0) = 0.27E + 1, relative to the size of the foveal stimuli
(Horton & Hoyt 1991; see, for example, Rousselet et al. 2005a). Experimentalists sometimes scale
their stimuli in this way to control for the cortical magnification factor when comparing percep-
tion at different eccentricities. Plugging in to the above equation, we see that one would need to
“M scale” a stimulus at 10◦ eccentricity by a factor of approximately four compared with a foveal
stimulus. This M scaling might again make peripheral vision sound quite bad—four times worse
and only 10◦ out. But how bad is it? If one starts with a large foveal stimulus (as in Figure 2b), then
the M-scaled version at 10◦ looks huge, suggesting highly impoverished peripheral vision. If one
started with a stimulus near threshold, then M scaling seems to imply that peripheral vision is not
so bad (as in Figure 2a). Acuity in the fovea is excessively high—higher than we probably need for
virtually all tasks. We can resolve extremely small details. At 10◦ eccentricity, we can only resolve
details four times that size. However, that means that the details we can resolve remain very small.

Other tasks fall off at different rates, but the overall story remains the same. The M-scaling
equations above give a reasonable approximation of the falloff of grating acuity with eccentricity.
Vernier acuity falls off three to four times faster, but it also starts off higher in the fovea; Vernier
acuity is a hyperacuity (Levi et al. 1985). Detecting unreferenced motion starts out relatively
difficult even in the fovea (it is difficult to detect a motion in the absence of a static reference to
compare against) and then hardly falls off at all by 10◦ eccentricity (Levi et al. 1984).

Anstis demonstrated a clever trick for visualizing the reduced acuity in peripheral vision. Anstis
(1998) applied Photoshop’s radial blur with parameters of spin = 1 and zoom = 4, producing an
eccentricity-dependent blur so as to mimic the loss of high–spatial frequency information in the
periphery. One should note that this is merely a visualization. A loss of acuity should not nec-
essarily lead to a percept of a blurry scene. The high spatial frequencies are lost, but our visual
system should not infer that there are no high spatial frequencies in the scene, and thus, we
should not necessarily perceive blur. As Anstis (1998) pointed out, we lack the acuity to throw
away our microscopes, and yet this lack does not make our foveal vision appear blurry. Figure 3b
shows the result of this process applied to the photograph in Figure 3a. The reader will notice
that the blur is quite modest. It is actually exaggerated. By using this procedure to blur both

a b c

Figure 3
(a) Original image (photograph by Benjamin Wolfe). (b) Blurred using Anstis’s Photoshop technique for mimicking loss of peripheral
acuity (spin = 1, zoom = 4). Note that this already exaggerates the loss of acuity. The more typical demonstration looks more like that
in panel c, which exaggerates the loss even further (spin = 3, zoom = 12).
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Figure 6.2: Effect of drop in acuity within the peripheral visual field. a) Original image. b)
and c) increasing reduction in spatial acuity, leading to a loss of high resolutions within the
peripheral sampling. “Blurring” is exaggerated in order to adequately display the effect. Image
from [429].

match the learned context. Combination methods, such as multi-scale Convolutional Neural

Networks (CNNs) attempt to learn both high and low level features, combining the wider

context with localized information [35, 40, 432, 433]. Providing an understanding of wider

contextual information and the relationship with high resolution localized information can be

beneficial in detection problems, learning the placement of objects within a scene or structures

within the body.

Many methods, such as SIFT and scale cascades have been developed to utilize hand-

crafted descriptor sets in previous years; including the Haar, tilted-Haar, and steerable Haar
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6. Graph Convolutional Neural Networks for Multi-Scale Feature Learning

features seen in many image based object detectors [431, 434, 435]. In more recent years how-

ever, the use of deep learning algorithms have become a popular alternative, capable of learning

feature descriptors by combining inputs and adjusting their related importance weighting [309].

Standard neural networks have been shown to perform well in domains which exhibit no as-

sumption of spatial relation between input features, and recently the usage of CNNs in do-

mains residing on a regular Cartesian grid, such as 2D images and 3D volumes, has shown

that spatially localized features can present beneficial descriptors for problems such as ob-

ject recognition and detection [11, 95, 145]. Given that the appearance of local structure can

significantly vary, contextual structures are often just as important for detection as local de-

tails. Using CNNs on large enough 3D patches to capture both local and contextual features

is computationally impractical, often requiring complicated networks to capture information at

various scales [34]. Kamnitsas et al. formulated a CNN architecture with multiple branches,

one for each resolution, learning spatial features at different resolutions for brain lesion seg-

mentation [35]. Each branch contains its own collection of filters and the learning of high-

and low-resolution features are disjoint between the multiple branches. A similar branching

scheme is seen in [36], with multiple resolutions being kept separate along different tracts of

the architecture before being combined as input to a fully connected architecture. He [436]

proposes a spatial pyramid pooling layer, maintaining local spatial information and removing

the need to fix input sizes to a CNN when computing a fixed-length output vector. Ren com-

bines a object proposal scheme with a CNN classifier to learn spatial information through a

region-of-interest pyramid of reference boxes, with a ‘Region Proposal Network’ identifying

key areas for the Fast R-CNN classifier to focus its attention [33]. Figure 6.3 gives an overview

of current approaches to multi-scale deep learning. Although these presented methods aim to

address the scaling issues within the recognition problem, the approach to detection through

multi-scale descriptors is the same, in which features at differing scales are learned in order to

refine performance.

In order to explore the use of spatial representation learning on the irregular domain of in-

corporated contextual and local features, we present a generalized methodology for construct-

ing a multi-resolution graph using an irregularly spaced patch sampling method. By using a

novel multi-resolution pooling method to create a relatively small patch which contains both

local and contextual structural information, we are able to learn features from raw intensi-

ties; avoiding the inefficiencies of large patches and the need to train numerous CNN models

for each scale. Due to the irregular spatial domain that is provided by the multi-resolution
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Figure 6.3: Current multi-scale schemes in feature representation learning in deep learning
approaches. a) Pyramids of images and filters (branching), b) Pyramids of filters, c) Pyramids
of reference boxes. Adapted from [33].

pooling, it is non-trivial to apply standard CNN operators to the patches [2, 415, 417]. We

therefore propose a graph formulation of the multi-resolution spatial domain to apply Graph-

based Convolutional Neural Network (Graph-CNN) operations for feature learning. A prelim-

inary work explores the benefit of learning spatially related features within an irregular domain

with Graph-CNN architectures in [2]. This Graph-CNN network acts as a detection classifier

for Marginal Space Learning (MSL), which not only eliminates the burden of defining hand-

crafted local and contextual features during training, but also significantly reduces the number

of potential search hypotheses at the testing stage.

The chapter is structured as follows. In Section 6.2 we introduce an application problem

of medical segmentation, on which we evaluate the use of multi-resolution sampling and deep

learning on the irregular spatial domain of the non-uniformly sampled grid. In Section 6.3 we

outline the proposed pipeline for automated segmentation using deep learning on the irregular

domain. In Section 6.4 we present multi-resolution deep feature learning to drive MSL for

position-orientation pose parameter estimation, and deformable model segmentation is utilized

to obtain accurate regularized meshes. In Section 6.5 we evaluate the proposed pipeline on the

case study of aortic root detection and segmentation on Computerised Tomography (CT) scans

of the human torso, providing qualitative and quantitative analysis in Section 6.6. We draw

conclusions on results found and the methodology proposed in Section 6.7.

6.2 Application Domain

The use of multi-scale learning is beneficial in many domains, and the proposed usage of multi-

resolution sampling and deep learning on the irregular domain is generalizable to the overar-

ching problem of multi-scale representation learning. In this study we provide evaluation of
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Segmentation
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Figure 6.4: Our testing pipeline for the proposed segmentation.

the proposed multi-resolution Graph-CNN on the domain application of medical segmentation,

in which the understanding of detailed localized information and the general wider context of

the human anatomy is beneficial in detecting small-scale anatomical structures with accuracy.

Recently, there has been tremendous work in the application of neural network methods to

medical image analysis [437], and in particular CNNs for anatomical organ detection [35,438]

and unsupervised learning [439]. Segmentation is a key area in image analysis, and especially

in the understanding of 3D volumes. Many applications make use of segmentation methods

to process a volume into meaningful parts, especially medical volume analysis. Such methods

often attempt to label each voxel of a volume into a given class of interest, utilizing appearance

information or some structural features extracted from the volume. Many such applications can

benefit from a combination of information about the local area to a voxel and wider contextual

knowledge of the surrounding volume. One such application of medical volume understand-

ing is the segmentation of the aortic valve. Aortic valve stenosis is a common heart disease

affecting 3% of the global population, with many cases requiring surgical treatment. 3D seg-

mentation of the aortic root is beneficial for patient selection, procedural planning and post-

evaluation. It is therefore vital to reliably and accurately identify aortic root structure within a

patient.

Due to image noise and other ambiguities, non-model based approaches are often unable

to detect subtle boundaries between classes in a volume, e.g. those between the valve and

left ventricular output tract [440]. However, given an initial shape, deformable models are

able to identify this boundary, and have successfully been used for segmentation of the root

structure [440–442]. Structure generalization and application of priors are often key in methods

that perform detection and segmentation of medical imaging data.

Supervised automatic 3D deformable modeling is not only computationally demanding

during the testing stage, but it is also labor intensive in preparing training data, e.g. in es-
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tablishing correspondence for smooth 3D structures. Parameters for effective model regular-

ization as well as useful feature extraction are chosen carefully depending on the application,

which can be extremely time consuming. For example, model regularization regularly requires

building a statistical model which often demands additional manual labeling [443]. Similarly,

choosing optimized discriminative features for both object and boundary detection can be an

excessively lengthy process. In this work, we aim to alleviate the burden of feature crafting, as

well as implementing an efficient segmentation method using a bottom-up approach with prior

regularization.

Appropriate automatic solutions to building statistical models are not well reported in the

literature. Notably however, Frangi et al. [444] proposed finding mesh correspondences based

on image data rather than the meshes themselves. The meshes were locally transformed to an

atlas and anatomical points were propagated across the set. The transformation was estimated

with intensity-based mutual information which is not suitable for noisy images with relatively

low contrast between soft tissues, such as cardiac CT data. As such, we propose estimating

the transformation using a mesh-based similarity metric and learned correspondences between

training samples. The proposed method eliminates the process of manual landmark labeling,

enabling a larger set of fiducial points per shape and providing a reduction in overall time taken

to construct a shape model.

To initialize deformable models, they need to first be automatically aligned with the test

image by performing object detection. Exhaustive pose parameter search in 3D is highly im-

practical due to possible position, orientation and scale permutations. Alternatively, MSL has

been proposed for efficient 3D organ detection [440–442] by incrementally searching posi-

tion, position-orientation and position-orientation-scale spaces. Choosing appropriate features

for classifiers is challenging, as feature type, orientation and scale must be considered, and

pathological structures often look significantly different between observations. We argue that

a feature learning based approach should be adopted, such as those obtained through deep

learning architectures.

The development of an end-to-end segmentation pipelines have only seen very recent study

[445,446], and even fewer have been applied to volumetric data due to the complexity of dense

segmentation of large volumes. Numerous dense segmentation methods exists, utilizing the

fully convolutional neural network approach to provide a segmentation of input images [447].

[448] go one stage further and present a fully convolutional neural network for volumetric

segmentation of medical images, providing a dense segmentation model which takes 48 hours
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to train on the 128× 128× 64 volumes. This has since been expanded by [449] to utilize the

Region Proposal Network structure from the Faster R-CNN approach to localize and focus

the convolutional attention [33]. Both methods are dependent on the use of a fixed sampling

resolution, limiting the ability to consider local and contextual features without increasing

complexity with a branched multi-scale network architecture.

Overall, we present a novel pipeline method of deep learning on the graph representation

of an irregular multi-resolution spatial domain for identifying target position and orientation

hypotheses in aortic root detection. Raw local and contextual intensity features are used in a

novel Graph-CNN architecture to mine spatially related features on an irregular spatial topol-

ogy, avoiding relying upon hand-crafted features or an increased overhead from large patches.

A marginal space learning approach is taken to reduce the search space complexity of the large

3D parameter space for segmentation initialization. An initial shape model is learned in an

automated fashion by detecting a set of landmark features across the training meshes; reducing

the manual effort of labeling fiducial landmarks on each mesh and allowing for a larger set of

landmarks to be identified. A deformable segmentation framework is proposed that does not

rely heavily on top-down constraints, instead presenting a non-iterative deformation and shape

model regularization step for the initial segmentation of the volume. This is then followed

by an iterative refinement of the mesh with local deformations and mesh-based regularization

based on a strong boundary detection network. The use of Statistical-Shape-Modelling (SSM)

shape constraints and mesh regularization utilizes prior information regarding learned shape

context in order to produce a data-driven segmentation with reduced mesh entanglement and

user guidance. Results on the proposed method show strong performance benefits in both aortic

root pose estimation for the purpose of marginal space learning, and an accurate segmentation

of the aortic root structure. Evaluation of the proposed approach is given in the medical seg-

mentation domain.

6.3 Proposed Approach

We propose an efficient 3D segmentation method, that is fully automatic and is able to com-

pute spatially related features on an underlying graph representation of the input domain. A

novel technique to compute correspondences between 3D training meshes is proposed to re-

duce manual labeling in global model generalization. We combine MSL with multi-layer deep

learning networks to avoid exhaustive search in a high dimensional parameter space, and avoid

complex hand-crafting features by introducing novel multi-resolution pooling of raw intensi-
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ties. We propose a graph-based convolutional neural network model to handle the irregularity

in multi-resolution spatial domains while preserving the spatial relationships between the raw

input features, training both position and position-orientation Graph-CNN estimators for MSL.

Boundary features are also learned using neural network feature learning so that the method

can be easily adapted to different modalities and problems. The shape regularization consists of

both bottom-up local, and top-down global constraints. However, we take the view that overly

relying on strong top-down constraints can be too restrictive, and as such we apply top-down

non-iterative regularization only at the initial segmentation stage. Local deformation iteratively

refines the segmentation, with reliable boundary detection using Neural Network (NN).

The proposed testing stage is shown within Figure 6.4. Localization and alignment pa-

rameters for the initial mesh, a median mesh from the training set, is efficiently carried out

using a novel Graph-CNN-Based Marginal Space Learning (Graph-CNN-MSL) approach. De-

formable segmentation is composed of boundary detection and 3D mesh regularization. This

allows large-scale movements by setting long search paths at the boundary detector stage, and

as a result shape constraints are applied to avoid mesh and shape irregularities. Local refine-

ment is then performed using deformable segmentation in an iterative fashion, where each

iteration is capable of small movements, followed by generic mesh processing.

6.4 Method

The proposed method consists of two major parts; the use of Graph-CNN-MSL to reduce

the complexity of parameter search space, and SSM supported segmentation to generate an

accurate and regularized mesh of the aortic root, Figure 6.4. The following section outlines the

proposed pipeline components.

6.4.1 Graph CNNs for Marginal Space Learning

The estimation of pose parameters is often necessary for 3D object detection, for example

there may be 3 optimal parameters each for position (x,y,z), orientation (ω,φ ,θ), and local

scale (Sx,Sy,Sz). Detection can often be formulated as a classification problem; however to

exhaustively represent or search all pose combinations in a single high-dimensional space, Ψ,

is computationally impractical. Most anatomical structures have some natural alignment (i.e.

the aortic root is always near the left ventricle) and therefore it is observed that the probability

distribution is clustered in a small localized region of Ψ. The idea of MSL is that the full simi-
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Multi-Resolution PoolingHypothesis Region Graph Representation Graph-CNN Prediction

Figure 6.5: Illustration of proposed Marginal Space Learning classifier. Multi-resolution pool-
ing reduces a large patch into a contextually and locally informative graph signal for use in
a Graph-CNN architecture. A Graph-CNN architecture is then constructed using graph con-
volution and pooling layers to obtain a prediction on position or position-orientation of the
observed patch.

larity search space can be marginalized in an attempt to reduce complexity for each increasing

level of pose estimation:

Ψa ⊂Ψab ⊂Ψabc = Ψ, (6.1)

where Ψa is the position search space, Ψab is the position-orientation space, and Ψabc is the

position-orientation-scale space. It is assumed that the optimal hypothesis Π is contained

within the highest probability hypotheses of all marginal spaces, such that

Π = Πabc ⊂Πab ⊂Πa. (6.2)

Given three marginal spaces in (6.1), three classifiers Ca, Cab and Cabc can be trained. At

the testing stage, Ca can eliminate the vast majority of false hypotheses in Ψa, leaving high

probability hypotheses Πa. These are then passed through Cab to leave Πab, which are subse-

quently passed through Cabc to leave Πabc = Π. MSL therefore dramatically alleviates the high

computation needed for exhaustive search and has been shown to reduce the number of test

hypotheses significantly for applications in 3D volumes [440, 442].

We train two classifiers in our implementation which act as detectors for a positive position

and orientation with the search space. MSL is formulated as a detection problem in which

detections from one search space are used to constrain the subsequent search space [450]. A

position estimator, Ca, tests all position hypotheses in the volume. The N highest scoring

(x,y,z) hypotheses Πa are then passed through a position-orientation estimator, Cab. The high-

est scoring (x,y,z,ω,φ ,θ) hypothesis is then taken as the position-orientation prediction result.

Finally, for simplicity, we use the mean local scale of the training meshes to yield a 9-element

pose estimation vector (x,y,z,ω,φ ,θ ,Sx,Sy,Sz). The use of mean scale incorporates scale in-

formation, simplifying the process over creating an appropriate scale search space [450]. For-
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mulation of the problem is made as a binary classification task over a regression approach in

order to obtain probabilities for selection of a set of hypothesis regions, decreasing the search

space without confining the search too much. Deep learning approaches to pose estimation

from medical volumes have seen a recent advance [451], however MSL is approached as a

binary hypothesis detection problem. It is possible to utilize a logistic regression for the binary

classification, however the non-linear activations of a network architecture are able to model

more complex boundary decisions and as such can often more accurately reflect more complex

problem domains when avoiding local minima traps [452].

When training both position and orientation estimator models, a positive hypothesis must

satisfy the condition that

|Pk−Pt
k|/Sk ≤ 1 ∀k, (6.3)

where Pk is a single pose hypothesis, Pt
k is its ground truth, and Sk is the corresponding parame-

ter search step. For the position estimator, P = (x,y,z), Pt = (xt ,yt ,zt), S = (1,1,1) voxels, and

the input layer features are the intensities from our globally aligned pooling. For the position-

orientation estimator, P = (x,y,z,ω,φ ,θ), Pt = (xt ,yt ,zt ,ωt ,φt ,θt), S = (1,1,1,10,10,10),

and the patches are aligned with the orientation hypothesis. An example volume, with

512× 512× 512 voxels and full 360 orientation space about the X , Y , and Z axes, would

result in over 6.26×1015 pose parameter hypotheses. MSL allows us to first search 1.34×108

position parameters, select the top 10 probable position hypotheses, and then search roughly

4.66× 108 position-orientation parameters. This is an overall reduction on the order of 107

over exhaustive search of the pose space.

Given that pathological anatomical structures can significantly vary in appearance, defin-

ing hand-crafted features suitable for detection can be difficult. We choose deep learning al-

gorithms to train our MSL classifiers due to their strong performance in feature-mining ca-

pabilities. The process of extracting large patches able to represent contextual information at

full resolution can lead to large feature vectors, making the process computationally expen-

sive for many machine learning methods. Sampling at lower resolutions eases complexity, at

the cost of losing local descriptors highlighting structures of interest in the first instance. Re-

cent multi-scale feature extractors make use of multi-scale neural network variants, [453–456].

Such multi-scale approaches can vary greatly in their use of contextual information within a

scene; from utilizing cascading filtering for the incremental localization of attention [453], to

the use of a branched network with a different scale input on each branch [456, 457].

To avoid trade-off between fine local information and wider contextual features, we intro-
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duce multi-resolution pooling on an irregular grid of varying resolutions, Figure 6.5. Given a

large patch that represents a wider area of the full resolution space, our multi-resolution pool-

ing decreases in resolution from the center out. This produces a representation that provides

a dense local information patch at the center, and sparse contextual information towards the

perimeter. Such a representation reduces the number of samples within a patch covering a

large area of observation, but yields an irregular spatial grid, making standard convolutional

kernel operations, and therefore CNNs, infeasible. To cover such an area with a regular patch

sampling would create a much denser input volume, and would require the receptive field of

the network to be increased, either through wider kernels or higher capacity networks. As dis-

cussed in Section 3.5, the embedding of irregular domains into a regular space has some issues,

including the mapping behavior, and the impact padding or embedding has on the learned fea-

tures. Padding the input space with zeros to make it conform to an array structuring is changing

the underlying properties of the observed data, and may have an impact on the features learned

by a given approach. Due to the irregular topology of the multi-resolution space, we can

use fully-connected NN models to learn features for our marginal space classifiers. However,

such architectures can often fail to learn spatially localized features from the input space, as

would be learned by CNN classifiers on the regular Cartesian domain. Such CNN operators,

as discussed in Chapter 5, are ill-defined for use on the irregular spatial domain. To make use

of spatial relationships between the input features in an irregular domain we can formulate the

multi-resolution topology as a graph G, with the input intensities forming a graph signal x that

resides on G. By utilizing Graph-CNN operators, Figure 6.6, spatially localized features are

able to be learned on the irregular spatial topology of the graph via spectral filtering techniques

developed in the field of signal processing on graphs [2, 360, 415]. This allows end-to-end

learning of features on the irregular space that allow our model to simultaneously observe lo-

cal features and low-resolution wider contextual information without the overhead of learning

a different CNN model for each scale.

Generation of the underlying graph structure is non-trivial, and research is on-going into a

plethora of graph construction techniques for a variety of domain applications. In our multi-

resolution pooling of the 3D Cartesian grid patch, we can formulate a graph that exhibits the

dense central region of high resolution with a sparse region of lower sampling towards the ex-

tremities of the patch by using the multi-resolution coordinate points for each resolution. For

each selected resolution level, l, we generate a set of Cartesian coordinates, Pl , sampled at the

given resolution rate. We then remove points from Pl that are spanned by P1:l−1, discarding
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Figure 6.6: Graph Convolutional Neural Network operators. a) Graph Convolution. Spectral
graph signals are multiplied with spectral multiplier filter weights. An inverse Graph Fourier
Transform returns the signal to the spatial domain. b) AMG Pooling, fine-scale nodes are
aggregated into coarser nodes in the pooled graph.

Figure 6.7: Exploded view of an example 2D multi-resolution graph. Note the empty center
of each successive outer layer, and the irregular sampling distances between layers. These
combining factors make such a multi-resolution sampling domain unsuitable for current con-
volutional neural network approaches.
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observed regions of overlap. This graph construction provides a graph G of V vertices, with a

vertex for each coordinate point in the multi-resolution space, representing the concept of pe-

ripheral vision and the utilization of surrounding contextual information [428,429,458]. From

the graph generation procedure we obtain the edge weighting and diagonalized adjacency ma-

trices, W ∈ RN×N and A ∈ RN×N respectively. This allows us to construct the non-normalized

Laplacian matrix representation of the graph structure, L ∈RN×N , by L = D−W as previously

discussed. Intra-layer edge weighting is calculated as

w(i, j) = e−
||vi−v j ||2

σ (6.4)

on an epsilon nearest neighborhood of vertex vi, with a search radius of ε = l, the current

sampling resolution, where ||vi− v j|| is the L2 distance between the vertices vi and v j and

σ = ε2

2 . This returns the 4-way Von Neumann neighborhood relationships of the vertices within

a resolution layer. Inter-layer edges connect the lower-resolution layer vertices to the higher-

resolution core via the l nearest neighbor vertices, relating wider contextual features to the

high-resolution region of interest within the patch. Weighting for inter-layer edges are defined

by scaling Eq. 6.4 down by the current resolution factor, with vi representing a vertex in the

current layer, and v j a vertex in the high-resolution core.

Given a complete Laplacian decomposition we can formulate a Fourier basis for the graph

spectral domain and utilize the Graph-CNN operators presented in Chapter 5. Optimizing the

weightings of spectral multipliers via back-propagation allows the training of a self-learning

feature mining architecture, rather than arduously defining hand-crafted features for a complex

multi-resolution space. To ensure that localized features are learned in the spatial domain, we

can utilize the property of smoothness in the frequency domain providing spatial locality on

the spatial domain [2,415]; thus the network tracks n < N weights for each filter, interpolating

them up to N with a smoothing kernel for use in graph convolution.

For this application the selected graph pooling operation is an AMG graph coarsening,

selecting vertices in the finer graph resolution for aggregation into coarser vertices within the

pooled graph and avoiding an explosion of edges in the coarsened graph when compared to the

use of Kron’s reduction [371], Figure 6.8. Aggregation takes a spatially localized subsets of

V from G, and generates a singular vertex for each subset in the new set of vertices V̂ in the

output graph Ĝ. The graph signal, f1:N , associated with G is then down-sampled to reside on

Ĝ as the coarser graph signal f̂1:n, where N and n are the original number of vertices and the

pooled number of vertices respectively. The AMG operation produces a set of interpolation
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(a)

(b)

Figure 6.8: Two levels of graph pooling operation on an irregularly sampled 2D grid. a)
Kron’s reduction, b) AMG. Note that both methods retain overall spatial structural distribution,
however the edge connectivity of Kron’s reduction results in an explosion in edge count.

matrices, restriction matrix R and projection matrix P, for down-sampling and up-sampling

transform of the graph signals between the finer and coarser graph levels.

The Graph-CNN models are built as follows. 1) A graph representation of the multi-

resolution volume space is generated; 2) Intensities from large patches correspond to the net-

work inputs; 3) Multi-resolution pooling yields a significantly reduced representation on the

irregular grid graph; 4) Pooled patch values are fed into the Graph-CNN, undergoing graph

spectral convolutions and graph pooling operators as defined, Figure 6.6 ; 5) An output de-

tection prediction is given for each observed hypothesis. An example architecture pipeline for

Graph-CNN-MSL is shown in Figure 6.5.

6.4.2 Deformable Segmentation

The proposed segmentation stage first uses the predicted hypothesis pose parameter vector

(x,y,z,ω,φ ,θ ,Sx,Sy,Sz) to align the initial shape model, a median shape from the training set,

to the volume. A boundary detector is then used to guide a non-iterative local deformation that

is then constrained via a shape regularization step. Mesh refinement is then obtained via an

iterative application of local deformations.
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(a) (b)

Figure 6.9: a) 3D multi-resolution volume graph for orientation estimation. b) 2D example,
note removed nodes in regions of overlap. The high-resolution core is a cuboid structure,
extending along the Z-axis to capture further information about the ascending aorta. Node
coloring represents variable resolution sampling, from low resolution outer layer to the high
resolution inner core. Best viewed in color.

Due to large deformations after the initial deformation stage, it is necessary to constrain

the shape space so that the deformed shape is consistent with the training set, by using SSM for

instance. However, rather than manually labeling corresponding points to generate the SSM,

we propose automatically finding a subset of corresponding vertices across a set of shapes by

locally transforming meshes to a reference and propagating points across the set.

Shape constraints are identified in an automated fashion, avoiding the scaling inefficiencies

of labeling landmark points by hand. The automated landmark detection allows for a larger set

of landmarks to be identified with little impact on the user. To construct the initial shape model,

a target mesh Mt = (Vt ,Et ,Ft) with |Vt |= n vertices is randomly selected from the training set,

and a subset of m fiducial point vertices are labeled such that Pt ⊂ Vt , and m << n. All other

meshes in the set are regarded as source meshes, such that Ms = (Vs,Es,Fs) where |Vs|= p, and

n 6= p. The aim is to find a subset of m vertices Ps⊂Vs, that are correspondent with Pt . We work

on the assumption that finding correspondences between two shapes becomes much easier if

the shapes are similar to each other. Therefore we apply a transformation T (x,y,z) : Ms 7→Mt ,

consisting of global Tg(x,y,z) and local Tl(x,y,z) transformations.

Tg globally aligns both meshes and is formulated as an affine transformation from ground

truth vectors. Tl then takes into account the local differences in shape, and is estimated using
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(6.6), (6.7), and a similarity metric

E(Vt ,V ′s ) =

√
n

∑
i
(Vt −V ′′s )2 (6.5)

where V ′′s are the corresponding nearest neighbor vertices in V ′s with respect to Vt . For every

point in Pt , its nearest neighbor based on Euclidean distance is found in V ′s , resulting in P′s .

Finally, applying T−1
l to P′s yields Ps.

After alignment of the initial mesh with pose parameters identified by MSL, the non-

iterative deformation stage utilizes appearance features to adjust the vertex set by defining

a search path along the normal direction. A boundary detector is trained to find the path coor-

dinate with the optimal boundary response, and landmark vertices are deformed to these posi-

tions. In order to avoid hand-crafting features, we again utilize feature learning. For boundary

detection we use a shallow fully connected NN, learning low-level features from a small set

of intensities on a local patch, centered at the search path coordinate and aligned with the path

direction. The small area of observation ensures iterative refinement of the mesh is based upon

response to localized boundary features, with little interference from wider appearance. A

3×3 patch is extracted from each point along a boundary search path, vectorized, and input to

a single-layer neural network.

Boundary detection now results in new vertex positions V ′, however there is potential for

mesh entanglement amongst the new set of vertices. To counter this we use B-spline based 3D

mesh regularization, [442], where a non-rigid transformation T (x,y,z) is estimated between V

and V ′ before performing a free-form-deformation (FFD) on V to fit V ′. To estimate T (x,y,z),

control points φ r
i, j,k separated by δ , are moved which warp an underlying 3D voxel lattice.

Given a set of control points, the transformation is formulated as follows,

T (x,y,z) =
3

∑
l=0

3

∑
m=0

3

∑
n=0

Bl(u)Bm(v)Bn(w)φi+l, j+m,k+n, (6.6)

where Bl represents the lth basis function of the B-spline, [i, j,k] are the voxel positions, and

[u,v,w] are the fractional positions. The positions of φ r
i, j,k are optimized using gradient descent

consisting of a smoothness cost and a sum-of-squared-difference similarity metric between V

(after warping) and V ′. The final transformation is estimated at multiple resolutions R, similar

to FFD registration [459],

T R(x,y,z) =
R

∑
r=1

T r(x,y,z). (6.7)
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For our purpose, R = 3, and at each mesh resolution the control point spacing is δr = δ0/2r,

which controls the FFD degrees-of-freedom. After applying SSM constraints during segmen-

tation, only corresponding fiducial points are regularized. Thin plate spline warping is used to

interpolate remaining vertices, resulting in ∼ 8000 final corresponding vertices.

The next stage of the pipeline is to take the regularized mesh and perform iterative refine-

ment of the mesh boundary by applying repeated rounds of mesh deformation with the NN

boundary detector. This avoids a heavy top-down constraint on the segmentation, instead hav-

ing a single round of top-down shape constraint followed by an iterative data-driven refinement

stage. Vertices are iteratively deformed by identifying boundaries along the normal direction as

above. A final generic mesh-processing step rounds out the pipeline to regularize and smooth

the mesh for output.

6.5 Implementation

For evaluation of fully automated Graph-CNN-MSL and segmentation, we provide an exam-

ple application on aortic valve segmentation from 3D-CT scans. We perform 3-fold cross-

validation via segmentation on 36 3D-CT volumes of size 512×512× (500∼ 800) and voxel

size 0.48mm×0.48mm×0.62mm. Benefits of utilizing Graph-CNN architectures to learn spa-

tially related features for MSL are evaluated in comparison to use of standard NN and hand-

crafted feature classifiers. Comparison of the proposed segmentation stage is given against a

state-of-the-art method and traditional statistical shape model based segmentation.

6.5.1 Marginal Space Learning

Our multi-resolution position estimator consists of a patch comprised of 3 resolutions; an inner

core of 1×1×1, a middle region of 2×2×2, and an outer region of 3×3×3 times the mean

local scale. Multi-resolution layers were pooled at resolutions of 1
8 , 1

40 , and 1
56 , resulting in a

graph with 395 vertices. Position-orientation inputs were taken from a patch at 3 resolutions;

an inner core of 1×1×1.2, a middle region of 2×2×2, and an outer region of 4×4×4 times

the mean local scale. Regions were pooled at resolutions of [1
8 ,

1
40 ,

1
56 ] respectively, resulting

in a graph with 591 vertices. The inner high-resolution core of this patch is cuboid in shape,

extending along the Z-axis to provide further high detail information about the ascending aorta

to assist with orientation estimation. Coordinates generated from this multi-resolution setup
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Figure 6.10: Structure of the aortic valve. Left: Diagrammatic representation of the aortic root
and valve, detailing the three cusps. Image from [460]. Right: Ground truth mesh from the
dataset, oriented vertically. Note that ground truth is labeled up to the sinotubular junction.
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Figure 6.11: Graph-CNN MSL network architectures. Top: Graph-CNN position estimator.
Bottom: Graph-CNN orientation estimator.

were then used to generate the graph structure for the Graph-CNN operators as defined in 6.4.

Figure 6.9 shows the resulting graph structure for both classifiers utilized in Graph-CNN-MSL.

Two separate Graph-CNN architectures, Figure 6.11, are utilized to estimate position and

position-orientation parameters for shape model alignment. The aortic root position estimation

architecture was empirically defined as C50PC25C10, where Co is a graph convolutional layer

with o output feature maps and P is an AMG graph pooling layer. Each graph convolutional

layer is followed by Rectified Linear Unit (ReLU) activation, batch normalization, and dropout

to further support generalization of features and reduce model overfitting. A soft-max and lo-

gistic loss provides output detection prediction labels and back-propagation target for training.

Networks were trained using an ADAGRAD optimization strategy [329], with an initial learn-

ing rate of 10−3 and batch size of 32. Training samples were selected with an object/non-object
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ratio of 1
50 . The orientation estimator architecture was C25C10, and utilized an object/non-object

ratio of 1
25 . For orientation estimation we found that it was best to avoid compression of fea-

tures describing the Z-axis roll of the tubular structure observed during pooling operations.

Graph-CNN implementation applied extracted multi-resolution intensities to respective nodes

in the graph, with edge weighting described in 6.4.

In order to identify the benefit of utilizing a localized feature extraction constraint pro-

vided by the Graph-CNN architecture, a fully connected neural network was constructed where

Co layers are replaced with fully connected layers of the same size as in architectures above.

These fully connected networks had no intrinsic representation of spatial relationships between

features, essentially representing a fully connected and equally edge-weighted graph, as repre-

sented in Figure 3.6. Training hyper-parameters of the neural network implementations were

kept the same as with the Graph-CNN, utilizing ADAGRAD optimization with a learning rate

of 10−3 and batch size of 32.

Our boundary detector was trained with an equal boundary/non-boundary ratio using in-

tensities from a 3×3 local patch. Patches were fed through shallow fully connected network in

order to learn low-level boundary features. A comparison hand-crafted feature based approach

utilized steerable features and a boosted tree ensemble classifier, as per [440].

6.5.2 Segmentation

To generate the required initial shape model for deformable segmentation, we label 70 fiducial

points on a single target mesh, which were propagated across the remaining training set as

set out in Section 6.4. We compared the proposed segmentation pipeline with two competing

methods; a modified Active-Shape-Modelling (ASM) implementation, and another deformable

modeling method [440]. Zheng et al [440] consisted of a boundary detector trained with steer-

able features, followed by Taubin mesh smoothing in an iterative fashion for mesh refinement.

For fair comparison, we included a 3D mesh regularization stage in our implementation of

ASM.

6.6 Comparative Analysis and Results

We evaluate our proposed methods utilizing the implementation outlined in 6.5, reporting av-

eraged performance across 3-fold cross-validation. We report evaluation on both MSL and

deformable segmentation portions of the pipeline, outlining contribution of Graph-CNN fea-
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Table 6.1: Predictive accuracy of the Marginal Space Learning approaches. The addition of a
locally receptive filtering operation within the Graph-CNN approach provides an improvement
over the standard Neural Network method, lowering both the position and the orientation error
of the predicted pose parameters.

MSL
Method

Position Orientation
(Voxels ± SEM) (Degrees ± SEM)

Hand-crafted [440] 9.10±0.57 14.69±1.28
Fully Connected NN 3.79±0.47 12.38±1.24

GCNN 1.46±0.36 6.78±1.01

ture learning for aortic root position and orientation parameter estimation, and non-iterative

shape deformation with regularization for segmentation.

6.6.1 Marginal Space Learning

A comparison of classifier methods utilized for MSL is presented in Table 6.1. The self-

learning feature mining methods of NN and Graph-CNN outperform use of hand-crafted fea-

tures for both position and position-orientation estimation, with Graph-CNN further improv-

ing over NN architecture. Being able to accurately and reliably provide hypothesis regions

on which to initialize a segmentation algorithm is highly beneficial to following segmentation

steps. The Graph-CNN position detector’s sensitivity and specificity were 91.46% and 99.95%,

respectively. Sensitivity and specificity of the position-orientation estimator was 89.84% and

84.16%. Given the huge parameter search space, strong specificity results are invaluable to

reliably reduce parameter search spaces and greatly increase efficiency. Our implementation

only considers the top 10 position predictions, with the Graph-CNN-MSL model implementa-

tion maintaining predictive accuracy and greatly reducing the position-orientation search space.

The proposed method provides a significant increase in accuracy over both the hand-crafted and

fully connected neural network implementations. Results showed a significant difference in

position estimation accuracy between Graph-CNN and hand-crafted features, t(35) =−11.76,

p< .001. Graph-CNN also provides benefit in orientation estimation over the hand-crafted fea-

ture approach, t(35) = −9.37, p < .001. The NN method also outperformed the hand-crafted

feature approach, as shown in Table 6.1; the trained estimators provided a significant improve-

ment over hand-crafted features for both position and orientation, t(35) = −7.74, p < 0.001

and t(35) = −7.35, p < 0.001 respectively. When comparing the spatially localized feature
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learning of the Graph-CNN architecture against the fully connected neural network approach,

Table 6.1 shows that both the position and orientation estimator see marked improvements,

with t(35) =−4.31, p < .001 and t(35) =−4.89, p < .001 respectively.

The Graph-CNN architectures provide a large gain in accuracy over the other methods,

utilizing spatial relationships between the high and low resolution spaces in a single feature.

One benefit of utilizing the underlying spatial topology of the problem domain is the ability

to visualize the learned descriptors [337, 461], and the same can be utilized in Graph-CNN

methodologies to identify the localized responses within the network’s filters. Figure 6.12

shows some example feature maps produced by graph convolutions of spectral filters in the

Graph-CNN model trained for the position classifier. The feature maps describe the activations

of 3 filters (a, b, c) on multi-resolution patches centered at the ground truth of 3 different vol-

umes to show the response to the aortic root structure. The visualization plots a slice through

the center of the multi-resolution volume with the topology as in Figure 6.9. From these visu-

alizations we are able to identify activation responses to the local and contextual information

within the multi-resolution patch, with the outer layers responding to lower resolution features

from the wider contextual region surrounding the patch center. We can see in the map that the

pixel density at the center of the patch is higher, and reduces according to the defined layer res-

olutions towards the edges. Figure 6.12a shows activations which have highlighted consistent

features across high and low resolutions. Note the strong responses in the top right and lower

left area of the low resolution and the bottom and right edges of the higher resolution core. Fig-

ure 6.12b displays features which are consistently found in the high resolution region, in this

example a diagonalized response across the center. Figure 6.12c shows features found in the

mid-resolution layer of the graph, with some information found in the top left of the layer. All

of these features can be observed to generalize across the three different testing volumes. The

utilization of the proposed Graph-CNN architecture allows for spatial relationships between

the multiple resolutions to be learned within a single filter, whereas the use of multi-branched

CNNs would require numerous filters to learn individual features for each scale independently,

increasing complexity of the network. The use of dilated CNNs filters, [37], to extend the field

of view may allow contextual information to be captured by a smaller kernel, but the weights

are shared for local and contextual convolution, learning the same feature at varying scales. In

contrast to both of these the proposed Graph-CNN is able to learn relationships between the

local and contextual features without filters dedicated to a given scale.
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(a) (b) (c)

Figure 6.12: Example feature maps from positive patches from 3 separate test volumes.
Feature-maps from filter responses to a) local and contextual features, b) local features c)
non-local features.

Table 6.2: Comparison of segmentation approach accuracy.

Method
Mesh Error Hausdorff Distance

(mm ± STD) (mm ± STD)

Regularized ASM 2.01±0.63 9.13±2.58
Zheng et al. [440] 1.44±0.59 10.29±2.93

Proposed 1.27±0.23 6.04±1.50

6.6.2 Segmentation

Segmentation performance is evaluated in terms of the symmetrical point-to-mesh error and

symmetrical Hausdorff distance. Mesh error provides an indication of average error in the pre-

dicted segmentation, however the Hausdorff distance gives insight into the presence of outlying

regions on the predicted mesh. Overall the proposed pipeline showed notable improvements in

segmentation accuracy compared to the comparison methods, with an average Mesh Error of

1.27±0.23mm and a Symmetrical Hausdorff Distance of 6.04±1.50mm (Table 6.2). The ben-

efit of regularization for suppressing mesh entanglement can be seen by the lower symmetrical

Hausdorff distances of the regularized ASM and proposed methods. The use of deformable

segmentation refinement helps to drive the mesh error lower, iteratively bringing points closer

to the appearance boundaries identified by the shallow network. For both error metrics the pro-

posed method shows lower standard deviation, with the pipeline providing consistently accu-

rate and reliable segmentation. The proposed method provides a significant improvement over

the ASM approach for both mesh error and Hausdorff distance, with t(35) =−7.17, p < .001

and t(35) =−3.45, p = .0015 respectively. Compared to the method provided by Zheng, only

the Hausdorff provided a significant difference in performance with t(35) =−7.68, p < .001.

There was no significant difference between the proposed method and that of Zheng in regards

to their mesh error, with t(35) = 1.25 and p = .22
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Table 6.3: Comparison of MSL initialization methods on final segmentation performance.

Segmentation MSL Mesh Error Hausdorff Distance
method method (mm ± STD) (mm ± STD)

Regularized ASM
Hand-Crafted 2.01±0.63 9.13±2.58

NN 2.00±0.78 8.42±3.28
Graph-CNN 1.66±0.45 6.92±2.05

Zheng et al. [440]
Hand-Crafted 1.44±0.59 10.29±2.93

NN 1.51±0.66 10.59±3.41
Graph-CNN 1.23±0.27 9.10±2.26

Proposed
Hand-Crafted 1.50±0.56 7.72±3.20

NN 1.49±0.52 7.85±3.24
Graph-CNN 1.27±0.23 6.04±1.50

(a) (b) (c) (d) (e) (f) (g) (h)

Figure 6.13: Output at each stage of segmentation. a) Initial shape model, b) pose alignment,
c) non-iterative deformation, d) SSM constraint, e) iterative deformation, f) final mesh regular-
ization, g) post-segmentation smooth, h) ground truth.

Table 6.3 highlights findings comparing hand-crafted features against the two deep learning

methods. First, proposed use of Graph-CNN for mesh pose initialization provides a consistent

benefit to the segmentation portion of our pipeline. Second, proposed segmentation steps are

able to produce meshes with low Hausdorff Distance to the ground truth, a benefit of regulariza-

tion for controlling mesh entanglement. It can also be seen that Graph-CNN methods provide

low standard deviation across numerous test volumes, indicating that accurate pose parameter

hypotheses from Graph-CNN-MSL are beneficial to the following segmentation steps.

Output from each stage of the segmentation pipeline can be seen in Figure 6.13, detailing

the alignment of an initial mesh to pose parameters identified via Graph-CNN-MSL, non-

iterative deformation, application of the SSM constraint, and the iterative deformation stage.

Given the difference in pose between ground truth and median initial shape, it is important to

identify accurate pose parameters for shape alignment.

Example cropped slices of our segmentation results are shown in Figure 6.14, including
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Figure 6.14: Segmentation shown on cropped image slices for illustration. Green contours
show ground truth, blue contours show result of proposed method.

different axial views, and Figure 6.15 compares segmented slices from each evaluated method.

Entanglement is observed in slices implementing a top-down approach with no regularization

[440], Figure 6.15c, whilst the modified ASM fails to expand and meet the boundary contour

due to the heavy shape constraint. The proposed method shows it is able to maintain a smooth

regularized mesh whilst also deforming towards the boundaries in all spatial directions. Figure

6.14 shows the final segmentation provided by the pipeline, where the segmentation matches

the overall shape of the underlying true segmentation, however some under-segmentation can

be observed where the mesh does not fully expand to align with the structure boundary. The

boundary detection phase of the proposed pipeline is utilized to identify boundary regions in

the underlying data by searching along a normal vector and finding the maximal response to a

trained boundary detector. In this study the use of a shallow neural network with a small patch

sampling area may produce suboptimal identification of the structure boundaries. Increasing

the search path length may also allow the shape deformation step to handle being initialized

further from the true boundaries in the volume.

Although the point-to-mesh error of [440] is marginally lower (∼ 0.04mm) than the pro-

posed method when initialized with Graph-CNN-MSL, these meshes lack regularization, re-

sulting in the higher symmetrical Hausdorff distance error. It is also worth noting that our

method is automated at the training stage, whereas [440] requires extensive manual prepara-

tion time to produce suitable hand-crafted feature vector representations and identify landmark

points across training meshes. By labeling landmark points in an automated fashion we are able

to greatly reduce the pre-processing time required to start model training. Local transformation
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(a) (b) (c) (d)

Figure 6.15: Segmentation comparison for three pipeline methods. a) Ground Truth, b) Modi-
fied ASM, c) Zheng [440], d) Proposed.

to identify a corresponding subset of vertices across training meshes allows scaling of identi-

fied fiducial landmark points in our shape model without drastic increase in pre-processing

effort, as seen by the proposal to identify 70 landmark points compared to the 8 within [440].

Mesh comparisons in Figure 6.16 show that some shape constraint is beneficial for gen-

erating ordered mesh surfaces. The meshes produced by [440] are significantly entangled

compared to both the proposed method and the modified ASM, however the modified ASM

produced high point-to-mesh errors due to the lack of shape deformation towards the structural

boundaries. This shows that strong shape generalization can be too restrictive, and it is criti-

cal not to overly rely on top-down constraints. We applied the Taubin smooth as a final mesh

smoothing operation to both our proposed method and the comparison method from Zheng.

We have also explored the effect of increasing the smoothing effect on the predicted meshes.

As can be seen in Figure 6.17, the repeated smoothing does not correct the mesh entanglement

but can initially reduce surface variance. Figure 6.18 shows the effect of over-smoothing, with

the Hausdorff distance between the entangled predicted mesh and the ground truth reducing

slightly before diverging once the mesh is over compressed. The observation here show that

reliance on smoothing as a method for repairing the mesh surface is not an optimal approach,

and instead an integrated mesh regularization approach which avoids mesh entanglement pro-

vides an initial prediction of a well-structured mesh surface which then be improved slightly

with smoothing.

The results also show that although our Graph-CNN-MSL and boundary detector features

were not hand-crafted , the use of deep learning methods as feature mining components lead

to good initialization of position and orientation, greatly reducing search space complexity and

providing good segmentation performance. Our learned features provide sufficient discrimina-

tive power while significantly speeding up the training process, indicating that deep learning

algorithms are suitable for both object and boundary detection in deformable modeling.
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Figure 6.16: Segmentation comparison, where each row is the result of a different test image.
Columns: 1) Ground truth; 2) modified ASM; 3) Zheng et al. [440]; 4) Proposed method.
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Figure 6.17: Repeated Taubin smoothing of meshes. Starting with an unregularized mesh
(top) and a regularized mesh (bottom). Left to right: Ground truth, Applications of smoothing
(iteration): 0, 1, 10, 20, 200. The entanglement of the mesh remains through the application of
smoothing and the excessive smoothing results in meshes eventually beginning to diverge from
the ground truth. Note that ground truth labeling is not locally smooth due to labeling process.
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Figure 6.18: The effect of applying Taubin smoothing on mesh Hausdorff distance to ground
truth. An initial increase in accuracy is observed, however both methods eventually suffer from
the effects of meshes being over-smoothed. This over-smoothing effect can be seen in Figure
6.17

138



6. Graph Convolutional Neural Networks for Multi-Scale Feature Learning

Figure 6.19: Example failure cases of the proposed pipeline. Left to right: Ground truth mesh,
predicted mesh, yz-slice, xz-slice and xy-slice through segmented volume. Green contours
show ground truth, blue contours show result of proposed method.

Failure cases for the proposed algorithm are shown in Figure 6.19. Visualization of the

predicted mesh shows that the overall shape is often reasonable, with the overall model shape,

including root and cusps, being present and well formed, however there are some issues with

orientation alignment (Figure 6.19: second row and fourth column, bottom row and last col-

umn). The contours show that the failure cases give under-segmentation, often falling inside

the boundary of the tissue. This suggests that either the search path is unable to localize the

boundary, or the boundary detector can be improved to more robustly classify boundaries along

that search path. The use of a shallow, fully connected boundary detector could be replaced

with a Graph-CNN architecture which allows localized information from the small patches

extracted along the search path to be learned.

6.6.3 Complexity of Marginal Space Learning classifier

Graph convolutions, as defined in Section 6.4, are an element-wise multiplication of the spec-

tral graph signal and a spectral filter, resulting in Kl−1N trainable weights and biases per output

feature map, where N is the number of vertices in the graph and Kl−1 is the number of input

feature maps. For our Graph-CNN implementation, we utilize the property that smooth spec-

tral filters provide localized filtering in the spatial domain. Such a formulation provides the
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benefit of spatially localized features, and a reduction in the number of tracked weights for our

network to optimize. By tracking only n < N weights and interpolating the filter up to N via a

smoothing kernel, we are able to reduce the number of tunable parameters in an output feature

map to Kl−1n. A smaller n provides more localization, but also introduces noise in the gradient

steps during back-propagation optimization [2]. This parametrization helps improve parameter

complexity of the graph convolution for a given filter from O(n) to O(K), given a constant

tracked number of weights. For NNs, full connection provides O(n) complexity with a sepa-

rate weighting for each input feature. If utilizing standard CNNs architectures, the ability to

integrate local and contextual features comes with increased complexity from a multi-branch

approach [35, 36] with a full set of weights for each branch, or from weight sharing through

dilated kernels [462] which learns multiple scales of the same feature. With multi-resolution

patches and Graph-CNNs we are able to learn spatial features between the high and low reso-

lution input features without tracking multiple branches for each resolution.

6.7 Summary

In this chapter we have presented a novel method for deep learning in the irregular domain of

the non-uniformly sampled grid. A patch-sampling mechanic generates a single spatial domain

comprised of numerous layers at differing resolutions. Through the proposed Graph-CNN

operators and architecture, we are able to learn features across multiple resolutions, utilizing

the intrinsic spatial relationships between features at both local and wider scales. The use of

conventional CNNs in such a domain is unfeasible due to the irregular sampling used, which

does not satisfy the array structured input required for regular convolutional operations. The

sampling method reduces the number of input features and does not require multiple branches

to a pyramid of filters or inputs, reducing the complexity of the network architecture.

In evaluating the proposed method, we present a fully automatic, deformable modeling

framework for 3D aortic root segmentation in CT images. The multi-resolution sampling

strategy is generalized to 3D data, forming an irregularly spaced volume sampling method.

The novel segmentation pipeline method significantly reduced the time taken for training by

automatically finding shape correspondence across the training set and utilizing deep learning

for discriminative feature extraction, rather than hand-crafting features for the task. The

testing stage benefits from using Graph-CNN-MSL for aortic root detection, consecutively

reducing the search space of pose parameters. The MSL search space optimization benefited
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from a novel implementation of the multi-resolution space for Graph-CNN based learning of

features, learning spatially related features within an irregular spatial domain. Both qualitative

and quantitative results justified our proposed segmentation pipeline over a top-down approach.

In the following chapter we explore the use of Graph-CNN architectures in representation

learning on temporal feature in domains with an irregular domain. We return to the problem of

Human Action Recognition and the human skeleton model, learning spatio-temporal descrip-

tors from motion information of the skeletal joints.
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Figure 7.1: Graph based Convolutional Neural Network components. The Graph-CNN is de-
signed from an architecture of graph convolution and pooling operator layers. Output predic-
tion probabilities from classification on frames t1:T are histogram binned and passed into a
multi-class SVM for sequence classification.

7.1 Introduction

Deep learning has been a prominent feature in data mining and pattern recognition in recent

years, especially in problems such as classification and detection. Fully connected neural net-

works have shown promising usage in feature space learning in domains including text docu-

ment analysis and genome characterization [408], with numerous architectures being designed

that are able to self-tune features to the problem under investigation [13, 145]. By providing

low level or raw input features, deep learning methods have been shown to learn high level

descriptive features for various structures within the data [461, 463]. Such methods exhibit

strong performances in various testing scenarios [145] and show promise for further data min-

ing problems [464].

Convolutional Neural Networks (CNNs) expanded upon the concept of neural networks,

learning localized features by convolving kernel filters with the input space to generate out-

put feature maps [11]. With localization of features came a great increase in the ability of

networks to learn descriptors in image mining problems [465, 466], and CNNs have shown

promising applications in a wide range of image based data learning problems; including digit

classification [410], face detection [409], and classification on a large number of classes [411].

CNN architectures presented two key operators, convolution and pooling, to learn the kernel

receptive fields weightings. Convolution layers take input channels and output feature maps

via the spatial convolution of the kernel weights across the spatial domain of input channels.
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A pooling layer reduces the resolution of each feature map in the spatial dimension, simulta-

neously lowering complexity of the system and generalizing feature maps. Common pooling

operations include taking an average or maximum of feature intensity within receptive cells

over the input map [336].

In this study, we utilize graph-based signal processing techniques to generate a Graph-CNN

architecture on the human skeletal model, providing an irregularly sampling patch. Recent

study has shown that graph-based signal processing techniques can learn on irregular do-

mains present in a wide range of applications [2, 415, 417]. The concept of employing the

graph Laplacian to undertake signal processing based kernel learning on geometrically irreg-

ular space was first introduced in [417], while [415] goes on to explore use of smooth filters

to identify localized regions in the spatial domain. The presented Graph-CNN operators are

utilized to construct deep learning architectures for problem domains beyond image processing

and the regular CNNs. We provide evaluation of Graph-CNN on the 3D pose Human Action

Recognition (HAR) problem by developing an architecture that classifies human action from

3D skeletal representation, omitting any appearance information. The pipeline is achieved by

training a Graph-CNN to identify individual frames before classifying whole sequences via an

SVMs trained on the output probabilities of the Graph-CNN.

This study shows the first usage of the Graph-CNN architecture for the HAR from 3D

pose problem, implementing deep learning in the natural spatial domain of the skeletal model.

The proposed Graph-CNN avoids hand-tuning features and the spatial embedding utilized by

current methods to adapt the 3D pose information into the regular CNN framework. By using

very low-level features of motion, the network is able to learn spatial relationships on the

irregular domain of the graph by the proposed convolution and pooling operations.

The rest of the chapter is as follows. Section 7.2 describes Graph-CNN architecture, pro-

viding convolution and pooling operators in the graph domain by use of graph-based signal-

processing. A domain specific application is then presented in the context of human action

recognition in Section 7.3, with results presented in Section 7.4. Conclusions are then drawn

in Section 7.5.

7.2 Proposed Approach

We propose to learn localized information across a graph representation of the human skele-

ton, as defined by the placement of Motion Capture (MoCap) markers on the body, by utilizing

the Graph-CNN operators outlined in Chapter 5. For this study we look at using skeletal pose
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Figure 7.2: The first five eigenvectors of the human skeletal graph, U1:5. These low frequency
eigenvectors display strong relation to key structures in the human skeleton. By utilizing U we
can compute the Graph Fourier Transform of input graph signals, allowing for spectral filtering
in the Graph-CNN convolution operator.

information directly, however the use of pose estimation techniques can be utilized to obtain

predicted joint positions within a 3D space [467, 468]. We first look at MoCap information

as it shows a marked improvement in pose accuracy over current estimation methods [126].

The skeletal model domain contains the explicit spatial relationship between the markers and

details the layout of structures such as the joints and bones making up the skeleton. Such a

graph can be seen as a natural representation of the problem domain, upon which localized

information can be learned via an architecture that utilizes the graph convolutional neural net-

work operators. We will present the construction of a graph representation of a given motion

capture marker domain, upon which we will project 3D pose and motion features to learn a

representation via a deep Graph-CNN architecture. These methods are then implemented and

evaluated for sequence-wise HAR classification in Section 7.3. See Figure 7.1 for an overview

of the general proposed Graph-CNN architecture pipeline for human action recognition.

As discussed in Chapter 2 there are many methods which utilize appearance based infor-

mation to estimate the 3D pose of a human skeletal model from still images [469–471]. The

proposed method can make use of such skeletal models obtained via pose estimation, however

the accuracy of the pose obtained from such techniques is often less accurate than the position-

ing achieved by professional motion capture sequences [126]. A disjoint pipeline approach,

or even an end-to-end pose-estimation and Graph-CNN approach, going from input images to

learning features on the extracted skeleton is possible. In order to evaluate the feasibility in

using Graph-CNNs architectures to learn information on the skeleton model, we first utilize

skeletal sequences obtained from MoCap techniques.
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Table 7.1: Action classes of the Multi-Modal Human Action Database (MHAD).

MHAD

Jump in place Jumping jacks Bending
Punch Wave two hands Wave one hand
Clap Throw ball Stand up

Sit down Sit down then stand up

7.3 Application: Recognition of Human Action from 3D Pose

Graph-CNN is generalizable to numerous irregular domain problems; including sensor net-

works, mesh signals, and text corpora. This study focuses on its use within Human Action

Recognition of 3D skeletal pose, with classification on the Berkeley Multimodal Human Ac-

tion Database (MHAD) dataset [84]. To the best of our knowledge this is the first such study

that formulates the HAR problem with the use of Graph-CNN. A common method in pose-

based HAR is to represent the body in terms of the 3D coordinate points that represent each of

N tracked joints on a given individual across time t. In recent CNN based HAR methods, the

joints have been hand-selected and subjected to hand-crafted feature extraction. This is used

to create a 2D representation of the motion of the joints that can be easily passed as input to

a standard CNN construction for classification of each action class [29, 30]. In this represen-

tation there is a risk of relying on the suitable selection of features and their orientation when

embedded in the 2D space to obtain the optimal performance. Use of such highly tuned feature

extraction, and forced spatial embedding, can easily lead to over-fitting as they fail to handle

a wider array of action classes. By converting the human skeletal model to a graph-based rep-

resentation, we are able to utilize our Graph-CNN method without arbitrarily defining a set of

hand-crafted high-level features, or projecting the data into a regular space just to suit standard

CNNs. We instead allow the network to mine the features that it requires to suitably gener-

alize the training set observations, without making assumptions on the spatial relationship of

hand-crafted features.

MHAD contains 11 action classes (Table 7.1), performed by 12 subjects, and captured via

an array of modalities. We utilize the 3D motion capture information to represent the pose of

the human body during an observation, omitting appearance information in this instance. Al-

though appearance and depth fusion has shown benefit in HAR, the problem of action recog-

nition from pose is of interest to this study. The motion capture data provides 35 tracked
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points on the body, captured at a very high frame rate of 480Hz. We normalize the data on

a sequence-by-sequence basis in both orientation to camera and scale, as per the normalizing

algorithm presented by [41]. Due to the high frame capture rate, we subsampled the sequences

down from 480Hz to 30Hz, bringing it in line with commercial pose capturing sensors such as

the Microsoft Kinect and Kinect V2.

7.3.1 Graph Construction for Human Action Recognition from Skeletal Pose

The problem of human pose has a well-defined structure of connectivity to formulate into a

graph. Tracked 3D points in MoCap data constitute the graph vertices on the graph of the

human body, and the adjacency between these points (bones) can be defined by the human

skeleton in binary adjacency matrix A. From this prior knowledge of the domain we can define

connected vertices for the human skeleton as in Figure 7.3a. Given S training observations and

adjacency matrix A, we can generate weight matrix W for the edge between adjacent vertices

n and m as

wn,m = An,m + exp
(
− dist(vn,vm)

2σ2

)
(7.1)

where σ is the average bone length, and dist(vs,n,vs,m) is the average squared Euclidean dis-

tance between adjacent vertices n and m across S observations

dist(vn,vm) =
1
S

S

∑
s=1
||vs,n− vs,m||2 (7.2)

By adding the adjacency matrix into the similarity weighting matrix we are able to define

weighted edges for data points that occupy the same physical space. Such phenomena can

be common in 3D pose data for smaller digits such as fingers and toes where confidence of

tracking is low. The final form of W provides zeros for non-edge connection, ones for an edge

which occupies the same XYZ locations on its two end points, and a value larger than one for

all edges with a distance based weight, shown in Figure 7.3b. Due to their prominent use in

pose based action recognition we wish to learn on low level joint motion features from each

frame of the observation, [3, 25, 120]. We extract the XYZ coordinates, along with multi-scale

motion features of velocity and acceleration for all tracked markers, returning an V × I×X

matrix of X frames with I = 123 channel graph signals residing on V = 35 vertices. We extract

the features for each of the 3 spatial dimensions X, Y, and Z attributed to vX,Y,Z
n , calculating

the velocity as vel(vX
n ) =

∆vX
n

∆t Velocity is calculated in relation to directional vectors of upper

back to left shoulder, upper back to right shoulder, horizontal shoulder to shoulder, and vertical
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(a) Edge connectivity. (b) Weight matrix W .

Figure 7.3: Human skeletal graph for the MHAD MoCap data. a) Connective adjacency of the
MoCap markers. b) Example edge weighting matrix as given by (7.1).

upper back to lower back. Acceleration is then given as acc(vX
n ) =

∆vel(vX
n )

∆t , where t defines the

time step and vX
n is a given spatial dimension X, Y and Z of the tracked point vn. Velocities are

extracted for sub-second frame steps, calculating motion on the scales of 1
30

th, 1
10

th, 1
5

th, 1
4

th,

and 1
2

th of a second (rounded up to the nearest frame), resulting in short-scale frame motion

information.

7.3.2 Pooling on the Human Skeleton

As identified in Chapter 5, there are several methods which aim to coarsen graphs and the sig-

nals which reside upon them, providing an analogue to the pooling layers of more conventional

CNNs architectures. Such operations aim to reduce the number of vertices within the graph in

order to lower both computational complexity and memory requirements of architectures, but

also generalize learned features within a localized spatial region. The use of Kron’s reduction

and Algebraic Multigrid (AMG) are highlighted in Chapter 5, and the results of both pooling

methods on the human MoCap skeleton graph constructed within Section 7.3.1 is provided in

Figure 7.4.

For this domain problem we utilize Kron’s reduction [381], reducing G via a subset of
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Figure 7.4: Two levels of Kron’s Reduction pooling on the human MoCap skeleton.

vertices to keep V̂ and the original graph Laplacian L by

L̂ = LV̂ ,V̂ LV̂ ,V̂ c−LV̂ c,V̂ cLV̂ c,V̂ (7.3)

where V̂ c is the complement of V̂ . Kron’s provides a means to reconstruct the reduced node

weight matrix Ŵ , via the removal of the discarded vertices from the rows and columns of the

original graph Laplacian L

Ŵn,m

{
−L̂n,m for n 6= m

0 for i = j
(7.4)

A selection of V̂ is made by identifying the largest eigenvalue in the sorted eigenvector

matrix U , which coincides to the last eigenvalue, λN . Kron’s then splits selections of V into

two subsets based on the polarity of the associated eigenvector UN [382]. We can therefore

select vertices to retain as

V̂ = {Vi};uN,i <= 0 (7.5)

and its complement, the vertices to remove, as

V̂ c = {Vi};uN,i > 0 (7.6)

These selected vertices are then used in (7.3) to construct Ĝ. Kron’s reduction has the effect

of increasing the number of edge connections present in the graph, and as such it is often

necessary to sparsify the connectivity in the graph by way of spectral sparsification [384,419].

Given the original graph G and the edge selection tuning parameter Q, the weight matrix Ŵ for

the subgraph Ĝ is initialized to 0 for all vertex pairings wn,m. Sparsification selects Q random
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Figure 7.5: Two levels of AMG pooling on the human MoCap skeleton. Note that due to the
random seeding of the AMG algorithm the resulting coarsened graph will vary with each run.
Due to the requirement for a fixed Fourier basis, we perform the graph pooling in advance and
use the collection of graphs for all observations.
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edges e(n,m) ∈ ε from the original weight matrix W , given a probability

pe =
δ (n,m)Wn,m

∑
ε

e=(α,β )∈ε
δ (α,β )Wα,β

(7.7)

This selected edge weight is then accumulated into the new subgraph’s weight matrix for the

coarser graph layer with

Ŵn,m = Ŵn,m +
Wn,m

Qpe
(7.8)

With a coarser graph structure, Ĝ, it is necessary to down-sample the graph signal x1:N

into a new signal x̂1:N̂ that is able to reside on Ĝ. We down-sample x ∈ RN on G to x̂ ∈
RN̂ on Ĝ by pyramid analysis interpolation. Kron’s pyramid utilizes a linear application of

Green’s functions, derived from the Laplacian, to interpolate the signal about a given vertex

vn in the spatial domain [384]. This allows us to project our samples from fine to coarse

resolutions during forward passes through the network, and from coarse to fine scale during

the backpropagation of errors.

Evaluation on the MHAD dataset has been carried out in several ways by previous studies.

The initial paper reports a 7 vs. 5 approach, training on the observations of subjects 1 to 7, and

testing on subjects 8 to 12 [84]. Baselines are reported for this evaluation in Table 7.2. Other

methods have utilized a k-fold cross validation strategy, performed in MHAD as 5-fold valida-

tion. This validation trains a model on 4 randomized folds and tests on the 5th, before rotating

through the folds to obtain an overview of method stability [29,30]. These results are provided

in Table 7.3. K-fold cross validation is problematic however, as it enables observations from

an individual subject to be present in both the training and testing data. This is often not the

case for real-world usage of HAR systems. Instead, it is common for a model to be tested on

subjects that are never observed in the training examples. The validation of models to this form

of testing is known as Leave-One-Subject-Out (LOSO), where all samples of a single actor are

omitted from the training set. This is often seen as a harder problem, as the inter- and intra-

subject variations of action executions can vary substantially [389]. Previous LOSO results for

MHAD are provided in Table 7.4. In addition to the original 7 vs. 5 validation, we evaluate

our HAR based Graph-CNN model on both 5-fold and LOSO validation. This ensures that

the testing subjects are completely novel to the trained model. LOSO evaluation will give us

confidence that our proposed Graph-CNN model is able to learn subject general features that

are able to act as informative classification descriptors when classifying unseen test subjects.

The overall HAR Graph-CNN sequence classifier is as follows. First a Graph-CNN is

trained to classify frames in a sequence-wise fashion. A histogram is taken of the returned
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Figure 7.6: Graph-CNN architecture for classification of human actions on the human skeletal
model.

probabilities for each class across the sequence, acting to remove the temporal variation from

the sequence lengths and return a distribution of class predictions across all frames of the se-

quence, compressing the temporal dimension of the observations into a fixed length feature

vector. For this study we utilized a histogram with 10 equispaced bins between 0 and 1, group-

ing the temporal probabilities in a coarse representation. It is possible to utilize a different

bin spacing, and increasing the bin resolution or non-uniformly binning may produce a vec-

tor which is able to provide a finer distribution of the prediction probabilities. This vector is

then used to train a multi-class SVM to classify whole sequences into a single action class

for the action recognition task. For testing sequences, each frame is fed forward through the

Graph-CNN and their class probabilities are then compressed via histogram binning to fit into

the pre-trained SVM. The SVM returns a prediction on the class label for the entire sequence.

The architecture of the Graph-CNN, Figure 7.6, is defined as C20PC50RF ; where Cκ de-

fines a graph convolutional layer with 5 knots and κ output feature maps, P defines a graph

coarsening, R defines a rectified linear unit layer, and finally F describes fully connected lay-

ers providing output class predictions. Graph pooling was achieved via Kron’s reduction and

spectral sparsification. The two human skeleton graphs used in the architecture can be seen in

Figure 7.7a, and the signal pooling can be seen in Figure 7.7b. Networks were trained for 100

epochs via ADAGRAD optimization. An initial learning rate of 10−3 was used. Mini-batch

sizes were set to 32. After the Graph-CNN was trained we performed a forward pass with the

training data and a histogram was taken of the output predictions from the fully connected neu-

ral network layer, returning a fixed length feature vector for each sequence. These sequences

were then used to train a multi-class SVM classifier. The test set was then fed forward through

the Graph-CNN in the same manner, and the histogram representation of the testing sequence

probabilities were then classified using the pre-trained SVM. We report on the final sequence-

wise classification accuracy for the original 7 vs. 5, 5-fold and LOSO evaluations in Tables

7.2, 7.3, and 7.4 respectively.
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(a) Vertex pooling.
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Figure 7.7: Kron’s reduction on the MHAD MoCap skeleton graph and graph signal. a) Vertex
coarsening in the spatial domain. b) Graph signal pooling: from top to bottom: original signal,
pooled signal, up-sampled signal. Detailed in Section 7.3.2.

7.4 Comparative Analysis and Results

The proposed Graph-CNN shows improved results over the state-of-the-art methods reported

on the MHAD dataset. The Graph-CNN architecture achieves 99.40% accuracy on sequence

classification in the 5-fold cross validation evaluation scenario. It is important to note that

the closest rival methods for 5-fold validation utilize hand-crafted features for classification,

focusing on only using 3 out of the possible 35 MoCap markers and embedding the hand tuned

features into an image space [29, 30]. Such model tuning may not translate when applied to

other HAR datasets apart from MHAD motion capture data. This is especially problematic

when observing action classes that use alternative joints, such as the legs, and would require

re-tuning of the extracted features. Table 7.2 shows that the proposed method improves over

the baselines reported by [84], and also over newer methods presented by [472].

The 100% accuracy reported by [473] is an obvious issue, suggesting that the problem is

solved for the 7 vs. 5 evaluation scenario. The benefit our proposed Graph-CNN gives over the

method provided by [472] is that utilization of very low-level features, whereas [472] extract

a large number of temporal scales across many hierarchical clusters of the human body. Table

7.4 shows that the proposed Graph-CNN is able to perform well when tested on an individual

subject which it has never observed before in the LOSO scenario.
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In all compared approaches, the use of LOSO cross validation provides a lower classifi-

cation accuracy than with 5-fold cross validation. It is expected that classification of a novel

individual’s performance of an action should be a challenging task, with a given subject not

being present within the observed training data. In 5-fold cross validation we are holding out

a sample of sequences, where the training data may contain observations of a given individual,

and as such the trained model has chance to learn some features on a given subjects behavior.

Human behavior can be very personal and individualized [474, 475] and Leave-One-Subject-

Out cross validation can provide insight into a model’s generalization of information across

different individuals, often showing a lower predictive accuracy in comparison to methods

which contain previous observations of an individual within the training data.

In all of the closest state of the art results the use of hand-crafted features is evident. Al-

though these features can provide strong performances on a given dataset it is difficult to apply

them on a new HAR scenario due to their selection of informative joints and feature extractors.

Using heavily hand-crafted features are at odds with the self-learning feature extractors of com-

mon deep learning methods such as CNNs, AutoEncoder (AE), and the proposed Graph-CNN.

Graph-CNNs are able to optimizing towards informative features via gradient descent, obtain-

ing an understanding of the initial observations based on very low-level or even raw data input.

We are able to train Graph-CNN with very low-level motion and spatial information regard-

ing each of the joints on the human skeleton, and from here the algorithm is able to learn

generalized features for frame-wise classification.

Comparison between Figure 7.4 and Figure 7.5 shows the importance in selection of graph

coarsening approach for a given application domain. Whereas Chapters 5 and 6 benefited from

the use of AMG pooling, due to the reduction in nodes and edges, the human skeletal model

is highly sensitive to the initialization of the random seeding of the agglomerative method.

Overall the proposed Graph-CNN has shown strong performance in the domain of 3D pose

based HAR. The graph convolution operator presented is able to generate feature maps on

the spatially irregular graph of the human skeleton, acting as a learned feature extractor when

trained within a deep learning framework. The graph coarsening operator allows us to reduce

the graph resolution in order to generalize feature maps and reduce complexity. We have shown

favorable classification accuracies in both 5-fold and Leave-One-Subject-Out evaluation. The

performance on the 7 vs. 5 evaluation is also promising, given that the rival methods all utilize

sets of user tuned features.
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Figure 7.8: Average training curves during the frame-wise Graph-CNN feature embedding
using Leave-One-Subject-Out cross-validation. Left: Objective loss. Right: Error rates for
training, validation, and testing sets.

Table 7.2: Classification results on the Berkeley MHAD dataset using train on 7 subjects, test
on 5 subjects.

Method Classification Accuracy (%)

1 Nearest Neighbor [84] 74.82
3 Nearest Neighbor [84] 75.55

K-SVM [84] 79.93
Multi-factor [472] 87.83
Single-factor [472] 89.85

Hierarchy of LDSs [473] 100.00

Proposed Graph CNN + SVM 93.82

Table 7.3: Classification results on the Berkeley MHAD dataset using 5-fold cross validation.

Method Classification Accuracy (%)

Hand-crafted CNN [29] 98.38
Hand-crafted Fuzzy CNN [30] 99.25

Graph CNN [415] 98.94

Proposed Graph CNN + SVM 99.40
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Table 7.4: Classification results on the Berkeley MHAD dataset using Leave One Subject Out
cross validation.

Method
Leave One Subject Out

Classification Accuracy (%)

SVM [476] 96.06
Meta-Cognitive RBF Network [477] 97.58

Graph CNN [415] + SVM 94.54

Proposed Graph CNN + SVM 98.33

7.5 Summary

This study has proposed a method for the end-to-end mining of localized features in domains

with irregular geometry. The combination of graph signal processing techniques and deep

learning architecture design has allowed for features to be learned on low-level data in an

end-to-end fashion. The local features are learned using spectral domain convolution of graph

signals and spectral multipliers, in architecture similar to that seen in regular usage within

standard CNNs. Convolutions are performed in the spectral domain of the graph Laplacian

and allow for the learning of spatially localized features via the gradient calculations provided.

Results are provided on the domain of HAR, although the scope for further application is

much wider. Evaluation on HAR in a range of cross validation scenarios shows the ability of

Graph-CNN to learn localized feature maps for frame-wise classification.

The use of a recurrent networks and LSTMs will move further towards utilizing the tem-

poral dimension of the sequences. Development of a Recurrent Graph-CNN approach may

benefit from the feedback of signals across time, whilst a Temporal-Graph-CNN can embed

the temporal information within the graph representation, learning across fixed length time

clips. Exploration of these approaches is required and is worthwhile to be generalized to the

graph representation domain, given the development of recurrent networks and LSTM modules

in the field of time series learning and in appearance based spatio-temporal analysis of videos

via deep learning.

The major contribution of Graph-CNN over standard CNNs is the ability to function in

the irregular geometric domain, with self-taught features mined from the observed data being

used for function learning. On-going study into graph construction and reduction techniques is
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required to encourage uptake by a wider range of problem domains.

As discussed, it is possible to utilize pose estimation approaches to predict 3D locations of

joints from appearance data [467, 468], such methods could be used to generate the skeletal

information which is fed to the Graph-CNN architecture. The benefits of doing so would

require evaluation, as it would require providing some improvement over the current state of

spatio-temporal CNN methods. The addition of pose information and mined features may

provide benefit to the use of appearance information in a fusion model, but we leave such

exploration for future investigation.

In the following chapter we will summarize on the presented work, drawing conclusions

on the use of deep learning and its generalization to irregular domain problems. We will look

forward to the future of the field in irregular domain deep learning and will highlight potential

avenues of research.
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8.1 Conclusions

The presented work investigated the use of representation learning methods for identifying

spatially related features on domains which do not exhibit the regular Cartesian spatial topol-

ogy of image domain problems. We initially present an unsupervised clustering mechanism

of identifying key primitive gestures for human action recognition, based on the underlying

structure of the human skeleton. From this study we identify the need to adapt current spatial

feature learning techniques present in the deep learning community beyond their current use

in the image processing domain, providing a Graph-based Convolutional Neural Network

approach able to generalize to more complex spatial topologies. The use of the Graph-CNN is

proposed as a method for learning features at varying scales, introducing a multi-resolution

volume sampling in which high and low resolution information is used simultaneously for

detection of small-scale anatomical structures. We then explore the use of Graph-CNN in

learning features from temporal information in the domain of human action recognition on the

human skeleton model.

Representation learning has seen significant focus in recent years, with machine learning

approaches utilizing ever lower level features in an attempt to develop algorithms which are

able to learn an appropriate representation of the underlying data relationships. In Chapter

4 we present a method for learning a bag of words representation in which the distribution

of primitive gestures are used as a discriminative tool for classifying human actions and

interactions. An unsupervised Dynamic Time Warping (DTW) clustering mechanism drives

the production of low level primitive gestures from observed sequences in a given dataset.

An evolutionary approach is then used to optimize the selection of informative joints upon

which we are able to identify gestures, effectively removing noisy information from the bag

of gestures. Evaluation of this approach in both action and interaction recognition shows that

dynamic time warping enables informative gestures to be identified, which in turn benefits the

classification process. Such representation learning however still requires a two step approach,

in comparison to the end-to-end learning provided by deep learning methods.

The use of deep learning has been observed to provide strong representation learning per-

formance in a number of domains. This is especially notable in the image-processing domain,

in which convolutional neural network architectures are able to identify spatially localized

features by optimizing the weights of filter kernels. Such kernel filters are well defined for
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the regular Cartesian grid of image domain problems, however such convolution and pooling

operators do no generalize to domains that do not reside on the grid. These domains have often

resorted to ignoring spatial information within their input features by using standard fully

connected neural network approaches, or by forcing a spatial embedding of the input domain

in order to exploit the use of Convolutional Neural Network (CNN) operators. Such spatial

embeddings can make assumptions on the spatial relationships between features that are not

representative of the actual topology of the domain. By utilizing a graph representation of the

input domain, we are able to encode the spatial structure of the domain as edge weightings

between nodes on a graph, upon which we can exploit signal-processing techniques to provide

analogous operations to convolution and pooling. The generalized approach to spatial feature

learning in Chapter 5 provides a method of extracting localized features on signals which

reside on the graph, with the optimization of filter weights provided via the deep learning

framework. Such an approach will hopefully expand the use of locally informative deep

representation learning to domains beyond its current use in image processing applications.

In Chapter 7 we evaluated the ability for a Graph-CNN architecture to learn features

from temporal information on the human skeleton, classifying human behavior from skeletal

motion. The 3D position of joints on the skeleton model provided an irregular space on which

we wished to learn informative features that contained some spatial relationships. Rather than

taking the approach of embedding observations on an image grid to utilize conventional CNN

methodologies, we instead represented the skeleton as a graph, in which vertices represent

joints and edges represent the bones connecting two joints. The Graph-CNN operators enabled

us to define a deep learning architecture that takes the connectivity and relation between

joints and develop learned filters for feature extraction. The classification results reported

show that the proposed Graph-CNN architecture is able to accurately classify behaviors from

the skeletal motion, improving on numerous hand-crafted feature descriptors for the task.

Although the method did not achieve the 100% accuracy reported by one previous method,

it utilized significantly less human intervention to develop a feature set, instead learning the

representation from the observed training data.

In Chapter 6 we introduce the use of Graph-CNNs for mining features from multiple scales

in a single observation, using a multi-resolution sampling scheme represented as a graph do-

main. The use of multi-scale features allows for wider context to be related to highly detailed
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localized information, identifying relationships between local and global structure. The devel-

opment of the multi-resolution sampling introduces a lack of regularity in the spatial relation-

ship between sampled points, and as such the use of standard CNNs is ill-defined. Representing

the multi-resolution space as a graph composed of layers of varying density sample points, we

are able to utilize the Graph-CNN pipeline proposed in 5 for representation learning at multi-

ple scales in a single observation. This is evaluated in Chapter 6 for the purpose of aortic root

segmentation from CT scans of the human body. The multi-resolution Graph-CNN is able to

accurately and reliably localize the root structure by learning features on both the local shape

of the root and its position relative to other structures in the chest cavity. Strong localization

of the aortic structure is obtained, providing favorable usage in the marginal space learning

scheme to reduce the search space complexity of estimating the pose parameters of the initial

shape used for segmentation. In all segmentation methods evaluated the use of Graph-CNN as

the marginal space learning classifier was observed to be superior, provided added benefit to

the following segmentation stage of the overall pipeline.

8.2 Contributions

The main contributions can be summarized as follows.

• A gesture learning scheme for a bag-of-gestures approach to action recognition.

We present a method for representation learning via a learned genome denoting train-

ing sample and feature set selection, clustering observed sequences of an action class

into low-level primitive gestures. Gestures are then used in a bag-of-words approach to

human action recognition. We dub the method ‘bag-of-gestures’, due to the use of spatio-

temporal gestures in a bag-of-words style approach for the classification of higher-level

behaviors from motion of the skeletal model. Observed sequences are selected based on

the population’s identification of informative joints and informative samples, learning

generalized representations of action classes.

• A deep learning approach to learning localized features on irregular spatial domains.

An approach to deep learning of localized feature representations is presented which gen-

eralizes conventional spatial filtering operations to irregular domains. Graph-based Con-

volutional Neural Network operators are introduced with a stable weight update scheme.

The presented method provides a smoother weight optimization and an increased sta-
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bility. An evaluation on a proof-of-concept domain is given, utilizing an irregularly

sampled 2D grid upon which regular convolutional operators cannot function.

• Local and global feature learning via a multi-resolution Graph-CNN.

We present a method for representation learning which incorporates local and global

scale features into a single irregularly sampled spatial domain. The introduced method

combines local and global information into a single filtering operation, maintaining spa-

tial relationships between features whilst avoiding creating a complex branching net-

works or filters for separate scales, such as those seen in [35–39]. A case study is pro-

vided in the context of medical segmentation, utilizing multi-resolution Graph-CNNs for

segmentation of the aortic root in human body scans.

• Learning temporal features on domains with an irregular spatial topology.

Utilizing presented Graph-CNN operators to develop an architecture for learning fea-

tures from temporal information. Spectral filters are learned via a Graph-CNN archi-

tecture that relates a given frame to a class based on multi-scale temporal information

from preceding frames. Irregular domain operators enable localized feature descriptors

to be constructed via a deep learning approach on the irregular spatial topology of the

human skeleton without resorting to an assumption of a regular Cartesian embedding as

seen in [29, 30]. An evaluation is provided on the skeletal model graph for the purpose

of action recognition, learning features based on observed localized motion of bodily

joints.

8.3 Future Work

The adaptation of deep learning approaches which utilize spatially related feature descriptors

to a more generalized form has large scope. Deep learning methods that use convolutional

operators on the Cartesian grid may provide benefit to further application domains by being

formulated on the graph domain. By generalizing the representation learning scheme it would

be possible to enable more application domains to access the significant gains observed in self-

learning feature descriptor approaches. The number of application domains is vast, from social

networks to distributed weather monitoring stations. It will be interesting to see how such

applications are able to make use of deep learning methods, which previously were unable to

make use of the explicit spatial relations between nodes on the input domain.
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The development of methodologies within the field of irregular domain deep learning is

still relatively young. Understanding of the learned filters requires study, including study of

the optimization and visualization of learned filters. Visualizing feature maps on the spatial do-

main is possible in certain domains, due to the defined spatial structure, however an optimized

strategy for exploring the learned descriptors like those seen in CNN filter visualization is not

currently provided. Advances in deep learning in the area of ConvNets, such as those iden-

tified in Section 3.4 are obvious targets for generalization to the irregular domain approaches

provided within this work. The field of regular domain deep learning has expanded to present

the use of residual information with ResNets [12], AutoEncoders [478–480], Inception mod-

ules [13], and Generative Adversarial Networks [344]. All of these methods currently make

use of the regular spatial domain input of images and volumes, however their utilization could

theoretically be applied to the graph domain.

The selection of applicable graph construction and pooling methods for a given problem

domain is still an area of active study, and opening collaborations with the graph domain com-

munity will help to develop an understanding of the choice of approaches for a given Graph-

CNN architecture. By generalizing the convolution and pooling operations the ability to use

a deep representation learning approach with a localized filtering behavior is more readily

available to numerous application domains. A drawback of this relaxation is that applying

domain-targeted constraints on how a architecture is able to utilize the input data can pro-

vide some benefits to applications within the specific domain; much as the application of the

array-based input constraint provided significant gains in performance for the image domain

community. Efforts to develop intuition regarding the application of graph based deep learning

is required to help spread the adoption of the methods but may take time, especially given the

on-going development of novel methods and understanding in the deep learning community as

a whole. The graph domain community have already established methods for clustering graph

types [481] and for the clustering of similar vertices [482], and making use of this knowledge

will help to facilitate the development of Graph Convolutional Neural Network methodology.

Applying the Graph-CNN approach to the human action recognition problem appears

promising, avoiding the need to hand-craft features or embed the information into an image

space. Given the aim of understanding more complex behaviors and interactions, one area for

further study is in developing a graph which models the relationship between multiple indi-

viduals. The production of a graph representation of multiple skeletons may enable learning

of features for both participants in an interaction. Such a scheme may represent each actor
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as a skeletal graph with features learned in two potential ways. Firstly, we could produce a

branched network in which we produce a branch for each actor in the scene, learning a selec-

tion of features for each stream. For example, in a two person interaction we would learn a

feature extractor branch for person A and B, each describing their behavior within the interac-

tion; i.e. describing person A as a ‘kicker’ and person B as ‘being kicked’. Branches would

merge at some point further in the pipeline in order to classify the overall interaction. An

alternative approach may generate a singular graph relating multiple human skeletons to one

another, providing a tighter coupling between the features describing individuals in the scene.

Such a formulation would learn the interaction as a whole, rather than descriptors of roles

within the interaction.

The learning of temporal features via Graph-CNN would benefit from expanding current

recurrent neural network methods to the generalized graph domain. The Long Short-Term

Memory (LSTM) modules provided for learning interactions of features over extended time

scales would allow raw observations on the graph to generate temporally informative features.

Such an approach would bring the learning of temporal information closer to the goal of repre-

sentation learning, with motion information being learned via the gated memory mechanism of

the LSTM. This ties back to the possibility in evaluating previously established deep learning

approaches to find areas in which a generalized spatial sampling method will provide bene-

fits to domains beyond image processing. Such an approach could incorporate the multi-scale

feature learning shown in Chapter 6, learning long and short distance features in the tempo-

ral dimension. Recurrent neural networks and LSTMs learn such relationships by feedback

loops in the network structure. A graph approach may define temporal information as a multi-

resolution temporal window, with the detail of a signal degrading over successive time frames.

Such temporal information is used in numerous time series domains; including natural lan-

guage processing and sequence synthesis.

Overall the potential for deep learning in irregular domains is vast, the field has numer-

ous open problems to explore and understand. The development of this emerging community

will help to bring deep learning approaches to a wider collection of applications, benefiting

both the machine learning community and those application domains able to make use of the

representation learning technique.
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