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Abstract

Automated surface inspection for quality control has largely employed graylevel image processing

techniques, for example in textile and wafer inspection. There are rising demands in the quality

control industry for colour analysis to fulfil its vital role in visual inspection, e.g. in ceramic tile

manufacturing. This thesis is concerned with developing texture analysis techniques in application

to the detection of abnormalities in colour texture surfaces, in particular ceramic tile surfaces on

which patterns are regularly of a random nature. These abnormalities can be divided into two

categories: colour tonality defects and textural abnormalities.

Colour tonality refers to global chromatic appearance of a surface. Its variation from surface to

surface may be understated, but becomes significant once the surfaces are placed together. In the

first part of this thesis, a multidimensional histogramming method is presented to detect subtle

tonality changes by incorporating local chromatic information into global chromatic characteris-

tics. PCA is used to reveal the nonlinear noise interference introduced by the imaging system.

Vector directional processing and reference eigenspace feature selection are proposed to obtain

salient colour tonality representation. The method is evaluated on a dataset with groundtruth, and

compared against an existing state-of-the-art method.

Textural quality inspection involves the detection and localisation of various chromatic and textural

imperfections. This thesis suggests that although some textures have a random appearance, there

are textural primitives that govern the global appearance. A novel two-layer generative model is

proposed to represent an image or a family of images. In this model, random (or regular) texture

images in the first layer are assumed to be generated from a collection of texture exemplars, or

texems, in the second layer. A bottom-up texem generation process is proposed based on pixel

neighbourhoods. This local contextual analysis using texems is applied to a large set of graylevel

ceramic tile images, in which graylevel analysis is sufficient to detect textural abnormalities. Then,

different schemes are explored to extend graylevel texems to colour images. This results in two

different formulations and inference procedures with different computational complexity.

Spatial detection and localisation accuracy of the proposed methods is measured and compared

using texture collage images. The texem model is also compared against the multiscale, multidi-

rectional Gabor filter for defect detection. Both the colour tonality inspection and textural defect

detection methods are implemented in novelty detection schemes to cope with the variety and

unpredictable nature of defective samples.

An application of the colour texem model to medical image analysis, involving the detection of

abnormalities in tympanic membrane images, is briefly discussed. Finally, a further extension of

the texem model to perform segmentation on inkjet printed ceramic tile surfaces is presented.
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Chapter 1

INTRODUCTION

One of the essential benefits of computer vision is the reduction or replacement of human labour.

Amongst many, visual surface inspection has been one of the major applications of computer

vision since the early 1980s in order to reduce tedious and laborious human effort. In this thesis,

we investigate and develop colour texture analysis techniques to improve the efficiency of the

process of surface inspection.

1.1 Motivation

Computer vision techniques have been used in detecting defects or imperfections on a variety of

surfaces, such as textile [143, 84], wood [118, 151], steel [184], semiconductor [197], wafer [186],

paper [99], ceramic tiles [79, 110, 155, 17, 40, 114], meat [149], leather [182], aircraft [53], and

even curved and complex surfaces [86]. The inspection is concerned with identifying regions or

surfaces of products that deviate from normal samples according to certain criteria, e.g. pattern

regularity or colour.

The work in this thesis arises from MONOTONE [116, 172], which was a European Commission

(EC) funded project investigating the overall manufacturing process in the ceramic tile industry.

The ceramic tile manufacturing process is highly automated with the exception of the visual in-

spection stages. Human intervention is still required to keep stringent quality control. Manual

visual inspection takes place in several stages, such as post-printing and post-firing (or baking

the tile biscuit). This involves identifying a variety of cosmetic and physical imperfections, such

as surface cracks, corner chips, printing smudges, holes, undulations, and chromato-textural ir-

regularities. One other important, but less immediately obvious, defect is the uniformity of the

chromatic properties of the final tile surface, known as colour shade uniformity.

1
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Figure 1.1: Textural defects - first row: a typical textile texture with normal and defec-
tive samples. The burl defect is highlighted in red in the last image (images are adapted
from [12]); second row: a normal tile image and an abnormal tile image with missing
print. The defective region is highlighted in the last image.

Ceramic tile production has also been modernised so that it can produce almost any natural or

artificial textures. Unlike some materials, such as textiles, steel, and wafers that display com-

plex patterns but appear visually regular on a large scale, printed ceramic tiles may display very

complex patterns that are random in appearance. Detecting subtle defects, such as small print-

ing defects and chromatic non-uniformity, on such material surfaces turns out to be rather difficult

[79]. For example, in Figure 1.1, the textile image has a dominant and regular periodic pattern, and

finding the defect is relatively easy. However, the printed tiles, in the second row, exhibit random

appearance with macro-structures. The random pattern, although from the same family, appears

different from one surface to another. The thin and long macro-structures in both tile images are

not defects, but the light missing print region on the right side is indeed a defect. This defect only

occupies a small area of the entire tile image and is potentially much more difficult to detect.

Another notable difference compared to other material surfaces is that ceramic tiles are usually

richly decorated with colours. Visual surface inspection tasks are often adequately dealt with us-

ing graylevel images captured by monochrome cameras. However, due to increasing processing

power and availability of relatively inexpensive colour cameras, there are good prospects for more

accurate inspection using colour when appropriate. Furthermore, some defects are chromatic de-

fects by nature as mentioned earlier, so the use of colour is not only justified but of paramount

importance.
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One approach to defect detection is to first collect a sufficient number of normal and abnormal

samples. Image analysis is then performed on all the data resulting in separate feature sets de-

scribing normal and abnormal samples. Then, an unseen sample is analysed and classified into

known categories. This approach has been widely practised in visual inspection, e.g. [2, 81, 131].

However, in some applications, defects are unpredictable. For example, in ceramic tile production,

chromato-textural properties of the final product can be affected by a variety of internal and ex-

ternal factors that are difficult to control, such as variations in colour ink pigments, humidity, and

temperature. These effects can lead to a variety of local or global defects, chromatically, texturally,

or structurally, which are very difficult to predict due to the nonlinearity in the production chain

and complex mechanical and chemical processes at the printing and firing stages. In these circum-

stances, the ability to detect novelties is more desirable than traditional supervised classification

techniques which require a good knowledge of both normal and defective samples.

In summary, the main objective of this work is to propose reliable colour texture analysis tech-

niques to detect a variety of surface defects, including colour tonality and various textural imper-

fections, in a novelty detection framework. The techniques should be able to discriminate subtle

colour shade differences and to localise defective regions. Furthermore, it is important that this

can be carried out on random textures.

1.2 Overview

1.2.1 Colour tonality inspection

The colour tonality problem, a global chromatic defect, has been largely neglected in the literature

until very recently. Also known as colour shade [15, 191], it is concerned with chromatic charac-

teristics in terms of overall visual impression across a tile and from one tile to the next. It is also a

significant production quality factor.

Figure 1.2 demonstrates three different families of tiles with a colour tonality problem. The colour

printed on the last tile surface of each row is slightly different from those on the first two. Any

changes in the colour shade, however subtle, will still become significant once the tiles are placed

together. Such assessment of tile surfaces for constant colour tonality is one of the key problems in

the manufacturing process; it is also tiresome and difficult when inspection is carried out manually.

Note the problem is compounded when the surface of the object is not just plain-coloured, but

textured. Indeed, the human inspector finds it increasingly difficult to inspect colour tonality

problems as the complexity of the (random) patterns increase, and manufacturers have long sought

to automate the process. The images in the second row in Figure 1.2 are fixed patterns with a
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Figure 1.2: Example ceramic tiles with different colour shades - from left: The first two
images in each row belong to the same colour shade, the last one is an example of off-
shade. Images in the first row are plain-coloured with uniform appearance. Images in the
second row are fixed pattern with marble textures. Images in the final row also decorated
with marble textures but are visually random. The colour shade difference shown in the
last row is much more subtle than those of the first two rows.

relatively large shade difference. However, normal and abnormal randomly textured colour shades

can exhibit only very subtle differences not easily visible to the human eye. The final row in Figure

1.2 shows a particularly difficult example.

Existing methods for tonality inspection include wavelet analysis in various image channels [97, 4]
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and statistical colour blob analysis in segmented image stacks [6]. Histogram statistics, such as

first and second order moments [128], and even higher order moments [95, 96] are also used

in colour shade analysis. In [15], colour tonality comparison was treated as colour histogram

distribution comparison. A more detailed review is given in Chapter 2.

The first part of this thesis is concerned with developing methods to differentiate subtle shade

differences in random textures. A method which combines local chromatic features with global

features in characterising colour shades is proposed. The features are then refined using Principal

Component Analysis (PCA) and vector order processing to obtain salient and more robust chro-

matic features for shade inspection. A comparative study with experimental results on 456 tile

images from three different manufacturers is presented.

1.2.2 Textural defect detection

There are a variety of chromato-textural defects, such as missing print, printing smudges, mis-

registration, and pattern irregularity, as well as physical damage, e.g. holes, cracks, undulations,

broken corners, and scratches. All these types of defects exhibit different textural properties, lo-

cally, against normal background texture. Thus, all these surface defects are referred to as local

textural defects even if they are physically introduced. Figure 1.3 shows several types of textural

defects in three different families of tile surfaces.

As mentioned earlier, defect detection is a process of determining if a surface deviates from a

given set of specifications. It involves classifying the surfaces, not just globally, but going further

to localise the defective regions. Also, in visual inspection all the defective surfaces are usually

considered as a single class, defect class, as it is a positive verification process. However, those

defective samples are likely to form multiple classes in terms of surface properties and would

need to be further categorised† . Localising defects on textured surfaces should also be viewed

as different from texture segmentation which is concerned with splitting an image into texturally

homogeneous regions. Neither the normal regions nor the defective regions have to be texturally

uniform. Thus, texture segmentation, image classification, and visual inspection are related but

distinct.

A variety of statistical techniques have been investigated to perform defect detection tasks on a

range of different texture surfaces, e.g. graylevel co-occurrence matrices [168], local binary pat-

terns (LBPs) with self organising maps [99], and first and higher order statistics of texels [196, 62].

Signal processing techniques have also been widely explored in application to defect detection,

†While we propose methods in this thesis that do localise defects, we do not categorise the defects. This would
require further work and analysis of the defective regions which is outside the scope of this work.



6 CHAPTER 1. INTRODUCTION

Figure 1.3: Examples of textural defects on ceramic tile surfaces (different families of
tiles) - first row: normal samples; second row: defective samples with ink-drops, a print
error, and a cloud of pin holes (from left to right).

such as Fourier-domain analysis [21], wavelet decomposition [143], and various filtering based

approaches including eigenfilters [2, 114] and Gabor filters [49, 83]. For those materials that ex-

hibit a high degree of regularity and periodicity, such as textiles and wafer, template-based methods

have also proved useful for defect detection [186]. A detailed review is given in Chapter 2.

The second part of the thesis focuses on local contextual models. Although the images can dis-

play very complex and random patterns, there are visual primitives that govern the consistency

within each texture family. In fact, there are several works in the literature that explicitly learn

the primitives, e.g. texton [72, 198] and fractal models [103], or model the local neighbourhood

relationship, such as Markov Random Field (MRF) [90]. In this work, a semi-parametric model

is proposed to implicitly learn the visual primitives or textural elements. The model assumes each

image is generated from a superposition of various sizes of image patches taken from a small set

of representatives, i.e. a linear combination with added variations at each pixel position. Each

representative patch and its corresponding variance matrix is referred to as a texture exemplar, or

simply texem. The texems can be viewed as implicit representations of visual primitives, since

image patches with different sizes may encapsulate multiple fundamental micro-structures or only

a portion of it. Theoretically, there is no limit to the size of a texem. It can be extremely small, e.g.

a single pixel, or as large as the image itself. This flexibility allows the model to avoid dedicated

efforts in searching for the appropriate patch size which is often difficult and image dependent.
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In this thesis, the derivation of the texems in graylevel images, and then colour images using differ-

ent inference procedures, is discussed. In application to defect detection on ceramic tile surfaces,

the texem model is fit into a novelty detection scheme as (a) defects are usually unpredictable and

(b) usually only knowledge of good samples is available. The method is tested on ceramic tile

images captured at different manufacturing sites for the MONOTONE project, and is also eval-

uated on other colour texture datasets. This method should also be applicable to other surfaces,

e.g. wood and textile. Indeed, its application to defect detection in other applications, such as

medical imaging, is demonstrated. To determine if the texem model can be suitable for texture

segmentation, it is also extended to an unsupervised image segmentation application.

1.3 Contributions

The main contributions of this thesis are summarised as follows:

1. Colour Tonality Inspection. A multidimensional histogram method to inspect colour tonality

on colour textured surfaces is proposed. Comparison in the noise dominated chromatic

channels is error prone. Vector-ordered colour smoothing is therefore performed and then a

PCA-based reconstruction of a query tile based on an automatically developed reference tile

eigenspace is generated. Histograms of local feature vectors are then compared for tonality

defect detection. The results were published in [191, 192].

2. The Texem Model and its Application to Defect Detection. A novel two layer generative

model, named the texem model, is developed to represent graylevel images and used for

defect detection based on normal samples in a novelty detection framework. This work was

published in [190].

3. Texem Analysis in Image Eigenchannels The graylevel texem model is extended to deal with

colour images by transforming the images into uncorrelated channels, in which the texems

are then computed. This work was published in [188].

4. Colour Texems. The texem model is extended to deal with colour images using a new

formulation so that there is no need for vectorisation of image patches and transformation

of colour images into separate channels. The spatial and inter-spectrum interactions are

taken into account simultaneously. The texem model thus can process either scalar-valued

or vector-valued data. A paper [189] has been submitted and is under review at the time of

writing.
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Additionally, this thesis includes the following minor contributions: (a) Efficient and effective

luminance correction methods for both radial and line scan cameras are developed. (b) Two al-

ternative applications of the colour texem model are investigated, for which promising results are

reported. The first is to detect abnormalities in tympanic membrane images, published in [187],

which involves snake segmentation and colour texem analysis. The second is to segment colour

ink dots printed on tile surfaces in which the colour texem model is extended from novelty detec-

tion to unsupervised image segmentation. The segmentation accuracy is measured against manual

labelling.

1.4 Thesis Layout

The rest of the thesis is organised as follows.

Chapter 2 - Literature Review: provides an overview of visual inspection techniques and describes

the texture analysis methods that are related to the proposed approaches.

Chapter 3 - Image Datasets and Pre-processing: describes the datasets used in this thesis and

their pre-processing to correct luminance inhomogeneity.

Chapter 4 - Colour Tonality Inspection: presents a novel method in detecting colour tonality de-

fects on ceramic tile surfaces that can discriminate subtle colour shade differences. A comparative

study is also presented.

Chapter 5 - Defect Detection using Local Contextual Analysis: A novel graylevel texem model

focusing on local contextual analysis is introduced in application to detecting defects in random

textures using a novelty detection framework. Its extension to deal with colour images by process-

ing in image eigenchannels is also presented. This factorisation scheme is compared with RGB

channel separation on texture collage images.

Chapter 6 - Colour Texems: describes an extension of the graylevel texem model to colour texems.

Its application to defect detection and evaluation on other colour texture datasets is presented. The

method is compared with a popular filtering based method and a statistical approach. Also, an

alternative application of the colour texems to medical image analysis involving the detection of

abnormalities in colour tympanic membrane images is presented. Furthermore, the texem model

is extended to perform unsupervised image segmentation in colour ink-dot images captured on tile

surfaces.

Chapter 7 - Conclusions and Future Work: concludes the thesis with discussions of the proposed

methods and possible extensions, in particular, image segmentation using colour texems.
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1.5 Notation

The following notations are used in this thesis:

image I

image patch Z

vector, matrix bold letter, e.g. feature vector f

magnitude of vector f |f |
diagonal element of matrix A diag(A)
texem m

mean of texem µ

variance of texem ω

a set of texems M
graylevel texem parameter set θ

colour texem parameter set Θ
estimated parameter letter with a hat, e.g. θ̂

segmentation class label c

expectation E[.]
pixel coordinate (x, y)
displacement vector d = (dx, dy)
image index i Ii

patch index i Zi

texem index k mk

eigenvector index i ei

image eigenchannel index i Iei

eigenvector matrix E

pixel index j in image patch Zj,i : jth pixel position in the ith image patch

pixel index j in texem mean µj,k : jth pixel position in the kth texem mean

element index j in texem variance ωj,k : jth element in the kth texem variance

total image pyramid level l

image pyramid index i I(i)

ordered colour vector index i f(i)

probability function of random variable x p(x)
Gaussian convolution Gσ with standard deviation σ

down-sampling operator S↓

forward PCA transform
−−−→
PCA

backward PCA transform
←−−−
PCA

normalised cross correlation NCC



Chapter 2

BACKGROUND

2.1 Introduction

Visual inspection of randomly textured colour surfaces inevitably involves colour texture anal-

ysis and pattern classification. The former is mainly concerned with feature representation and

extraction, as well as data perception and modelling. The latter consists of pattern representa-

tion, cluster analysis, and discriminant analysis. The aim of this chapter is to review appropriate

texture analysis techniques for the purposes of visual inspection and to consider decision making

schemes that are able to discriminate the features extracted from normal and defective regions.

Whenever appropriate, the relationship between the reviewed methods and proposed approaches

will be discussed.

As mentioned in Chapter 1, the inspection problem dealt with in this thesis can be divided into two

parts: colour textural defect detection and colour tonality inspection. Detecting textural defects has

attracted much attention in the past two decades. However, inspecting random textured surfaces,

such as printed ceramic tiles, remains a challenging task. We give an overview of the state-of-the-

art in textural defect detection, including its achievements and challenges. Colour tonality is also

a very important quality factor in ceramic tile production. The relevant works in this area are also

discussed in this chapter.

A significant differentiating factor in visual inspection approaches is that of supervised classifica-

tion versus novelty detection. For applications where both normal and defective samples can be

easily obtained and pre-defined, supervised classification based approaches are usually favoured.

However, when defects are unpredictable and defective samples are unavailable, novelty detection

is more desirable. Both of these approaches will be reviewed and compared in the context of defect

detection.

10
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The rest of the chapter is organised as follows. As the techniques reviewed in textural defect

detection generally include those that have been used in colour tonality inspection, textural defect

detection and related texture analysis techniques are first discussed in Section 2.2. Colour tonality

inspection is then reviewed later in Section 2.3. The ability for a texture analysis technique to

be extendible to deal with colour images is particularly important in this thesis. Thus, colour

texture analysis is separately discussed in Section 2.4. Section 2.5 compares classification oriented

approaches with novelty detection based approaches. Finally, Section 2.6 summaries this chapter.

2.2 Textural Defect Detection

Texture is one of the most important characteristics in identifying defects or flaws. It provides

important information for recognition and interpolation. In fact, the task of detecting defects has

been largely viewed as a texture analysis problem. Features with large inter-class variations and

small intra-class variations are sought to better separate differing textures. Much effort has been

put into extracting useful texture features. As it is not practical to provide an exhaustive survey

of all texture features in this limited space, this section concentrates on those techniques that have

been widely used in texture analysis or demonstrate good potential for application to automatic

inspection.

With reference to several survey papers [58, 181, 174, 178, 138, 170], we categorise texture anal-

ysis techniques used for visual inspection four ways: statistical approaches, structural approaches,

signal processing approaches, and model based approaches. As already noted, colour texture

analysis is separately discussed later. Table 2.1 shows a summary list of some of the key tex-

ture analysis methods that have been applied to defect detection. Clearly, statistical and signal

processing approaches have been very popular.

2.2.1 Statistical approaches

Statistical texture analysis methods measure the spatial distribution of pixel values. They are well

rooted in the computer vision world and have been extensively applied to various tasks. A large

number of statistical texture features have been proposed, ranging from first order statistics to

higher order statistics. Amongst many, histogram statistics, co-occurrence matrices, autocorrela-

tion, and local binary patterns have been applied to visual inspection.
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Table 2.1: Inexhaustive list of textural defect detection methods
Approach Method References

Statistical 1. Histogram properties [168, 75, 119]
2. Co-occurrence matrix [150, 64, 149, 123, 63, 85]
3. Local binary pattern [63, 119, 118, 99, 100]
4. Other graylevel statistics [29, 145, 166, 81, 31]
5. Autocorrelation [185, 62]
6. Morphological operations [79, 155, 102]
7. Edge Detection [182]
8. Registration-based [94, 183, 40, 186]

Structural 1. Primitive measurement [79, 155]
2. Skeleton representation [25]

Signal processing 1. Spatial domain filtering [2, 173, 117, 197, 123, 84, 54,
114]

2. Frequency domain analysis [137, 193, 26, 48, 162, 21, 164]
3. Joint spatial/spatial-frequency [20, 68, 49, 77, 143, 184, 85,

82, 167, 163, 12, 83, 113, 104,
146, 195, 165, 93]

Model-based 1. Fractal models [36, 37]
2. Random field model [34, 124, 123, 7, 130]

Colour texture analysis [79, 155, 166, 100, 54, 165]
for defect detection

A Histogram properties

Commonly used histogram statistics include range, mean, geometric mean, harmonic mean, stan-

dard deviation, variance, and median. Table 2.2 lists some similarity measurements of two distri-

butions [15, 142, 89], where xi and yi are the number of events in bin i for the first and second

datasets, respectively, x̄ and ȳ are the mean values, n is the total number of bins, and x(i) and y(i)
denote the sorted (ascending order) indices. Note EMD is the Earth Mover’s Distance.

Despite their simplicity, histogram techniques have proved their worth as a low cost, low level

approach in various applications, such as [158, 15, 134]. They are invariant to translation and

rotation, and insensitive to the exact spatial distribution of the colour pixels. These characteristics

make them ideal for use in application to colour shade discrimination, e.g. [15]. The accuracy

of histogram based methods can be enhanced by using statistics from local image regions [18].

Simple histogram moments, such as mean and standard deviation, from subblocks were used for

defect classification [168]. In chapter 4, histogram statistics from eigenspace features are used to

discriminate the colour shade difference amongst tiles.
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Table 2.2: Some histogram similarity measurements.
Measurement Formula
L1 norm L1 =

∑n
i=1 |xi − yi|

L2 norm L2 =
√∑n

i=1(xi − yi)2

Mallows or EMD distance Mp =
(

1
n

∑n
i=1 |x(i) − y(i)|p

)1/p

Bhattacharyya distance B = − ln
∑n

i=1

√
xiyi

Matusita distance M =
√∑n

i=1(
√
xi −√yi)2

Divergence D =
∑n

i=1

(
(xi − yi) ln xi

yi

)
Histogram intersection H =

Pn
i=1 min(xi,yi)Pn

i=1 xi

Chi-square χ2 =
∑n

i=1
(xi−yi)2

xi+yi

Normalised correlation coefficient r =
Pn

i=1(xi−x̄)(yi−ȳ)qPn
i=1(xi−x̄)2

√Pn
i=1(yi−ȳ)2

B Co-occurrence matrices

Spatial graylevel co-occurrence matrices (GLCM) [59] are one of the most well-known and widely

used texture features. These second order statistics are accumulated into a set of 2D matrices,

P(r, s|d), each of which measures the spatial dependency of two graylevels, r and s, given a

displacement vector d = (dx, dy). The number of occurrences (frequencies) of r and s, separated

by distance d, contributes the (r, s)th entry in the co-occurrence matrix P(r, s|d). Let I denote a

w × h image. A co-occurrence matrix is given as:

P(r, s|d) = ||{((x1, y1), (x2, y2)) : I(x1, y1) = r, I(x2, y2) = s}|| (2.1)

where (x1, y1), (x2, y2) ∈ w×h, (x2, y2) = (x1± dx, y1± dy) and ||.|| is the cardinality of a set.

Texture features, such as energy, entropy, contrast, homogeneity, and correlation, are then derived

from the co-occurrence matrix. Several works have reported using co-occurrence matrices to

detect defects, such as [150, 168, 64]. For example in [64], Iivarinen et al. applied co-occurrence

texture features to detecting defects in paper web where the normal textures have characteristic

frequency.

Co-occurrence matrix features can suffer from a number of shortcomings. It appears there is no

generally accepted solution for optimising d [170, 113]. The number of graylevels is usually

reduced in order to keep the size of the co-occurrence matrix manageable. It is also important to

ensure the number of entries of each matrix is adequate to be statistically reliable. For a given

displacement vector, a large number of features can be computed, which implies dedicated feature

selection procedures. In a comparative study byÖzdemir et al. in [123], the co-occurrence matrix

method showed poor performance in detecting textural defects in textile products compared to

other techniques such as MRF and filtering-based methods. Iivarinen [63] found co-occurrence
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matrices and the local binary pattern (LBP) operator had similar performance in detecting defects,

while LBP was more efficient.

C Autocorrelation

The autocorrelation feature is derived based on the observation that some textures are repetitive

in nature, such as textiles. It measures the correlation between the image itself and the image

translated with a displacement vector, d = (dx, dy). Formally, autocorrelation is given as:

ρ(d) =

∑w
x=0

∑h
y=0 I(x, y)I(x+ dx, y + dy)∑w

x=0

∑h
y=0 I2(x, y)

. (2.2)

Textures with strong regularity will exhibit peaks and valleys in the autocorrelation measure. This

second order statistic is clearly sensitive to noise interference. Higher order statistics, e.g. [39, 62],

have been investigated, for example, Huang and Chan [62] used fourth-order cumulants to extract

harmonic peaks and demonstrated its ability to localise defects in textile images and Wood [185]

used autocorrelation of subimages to detect textile defects. Nevertheless, the autocorrelation func-

tion is generally considered as unsuitable for random textures with irregularly arranged textural

elements.

D Local binary patterns

The LBP operator was first introduced by Ojala et al. [121] as a shift invariant complementary

measure for local image contrast. It uses the graylevel of the centre pixel of a sliding window

as a threshold for surrounding neighbourhood pixels. Its value is given as a weighted sum of

thresholded neighbouring pixels.

LP,R =
P−1∑
p=0

sign(gp − gc)2p, (2.3)

where gc and gp are the graylevels of centre pixel and neighbourhood pixels respectively, P is the

total number of neighbourhood pixels, R denotes the radius, and sign(.) is a sign function such

that

sign(x) =

{
1 if x ≥ 0
0 otherwise.

(2.4)

Figure 2.1 shows an eight-neighbours LBP calculation. A simple local contrast measurement,

CP,R =
∑P−1

p=0 sign(gp − gc)gp, is calculated as a complement to the LBP value in order to char-
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Figure 2.1: Calculating LBP code and a contrast measure (image adapted from [98]).

acterise local spatial relationships, together called LBP/C [121]. Two-dimensional distributions of

the LBP and local contrast measures are used as texture features.

The LBP operator is relatively invariant with respect to changes in illumination and image rotation

(for example, compared to co-occurrence matrices), and computationally simple [98]. Ojala et al.

demonstrated good performance of LBP in texture classification. It has been applied to defect de-

tection on ceramic tile surfaces [113], wood [119, 118], and real-time inspection [99]. In Chapter

6, the proposed texem model is compared against LBPs in detecting novelties in VisTex image

collages.

2.2.2 Structural approaches

In structural approaches, texture is characterised by texture primitives or texture elements, and the

spatial arrangement of these primitives [178]. Thus, the primary goals of structural approaches

are firstly to extract texture primitives, and secondly to model or generalise the spatial placement

rules. The texture primitive can be as simple as individual pixels, a region with uniform graylevels,

or line segments. The placement rules can be obtained through modelling geometric relationships

between primitives or learning statistical properties from texture primitives.

Zucker [200] proposed that natural textures can be treated as ideal patterns that have undergone

certain transformations. The placement rule is defined by a graph that is isomorphic to a regular

or semi-regular tessellation which is transformable to generate variate natural textures. In [38],

Conners and Harlow described a texture primitive as a parallelogram represented by two displace-

ment vectors whose directions correspond to the dominant orientations in the texture. Fu [50]

considered a texture as a string of a language defined by a tree grammar which defines the spatial

placement rules and its terminal symbols are the texture primitives that can be individual pixels,
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connected or isolated. Marr [109] proposed a symbolic description, primal sketch, to represent

spatial texture features, such as edges, blobs, and bars. Voorhees and Poggio [179] used the Lapla-

cian of Gaussian filter to extract the blobs as texture primitives. Later, Lindeberg [92] extended

the primal sketch in multiscale to detect salient blob-like structures. In [178], Vilnrotter et al. used

edge features as texture elements which were grouped by type. The spatial relationship between

elements are computed as grid placement rules. Tuceryan and Jain [169] proposed the extraction

of texture tokens by using properties of the Voronoi tessellation of the given image. The local spa-

tial distributions of tokens, such as peaks, line segments, or closed boundaries, are reflected in the

shapes of the Voronoi polygons where the interaction between them is geometrically modelled. In

[72], Julesz introduced the concept of textons as fundamental image structures, such as elongated

blobs, bars, crosses, and terminators (more details later in this section). The textons were consid-

ered as atoms of pre-attentive human visual perception. The idea of describing texture using local

image patches and placement rules has also been practised in texture synthesis, e.g. [47].

In [25], Chen and Jain proposed a structural approach to identify defects in textile images. The

image was first thresholded using histogram analysis and then was mapped into a data structure

which represents the skeleton structure of the texture. Statistical measurements were taken from

both location and length histograms of the skeleton. These measurements were compared with a

pre-defined acceptance range which was learnt from defect-free samples to detect defects. Kittler

et al. [79, 155] used K-means clustering to split randomly textured tile images into binary stacks,

in which blob analysis was performed to measure the primitives. The measurements included size,

perimeter fractality, elongatedness, and spatial distribution.

A Texton

We now briefly describe the texton model which has received enormous attention in vision under-

standing and applications. Its concept is related, yet significantly different, to the texem model

introduced in Chapter 5.

Textons were first formally presented by Julesz in [72] as fundamental image structures and were

considered as atoms of pre-attentive human visual perception. However, there is a lack of rigorous

mathematical definition for the texton and the concept remains vague, although there have been a

few recent attempts, notably by [87, 198].

In [87], Leung and Malik adopted a discriminative model to describe textons. Each texture image

was analysed using a filter bank consisting a large number of Gaussian filters (48) with different

orientations, scales and phases. Thus, a high dimensional feature vector was extracted at each

pixel position. K-means was used to cluster those filter response vectors into a few central vectors

which were referred to as textons.
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Figure 2.2: A three-level generative model: an image I is a linear addition of some
image bases selected from a base dictionary Ψ, including Gabor and Laplacian of Gaus-
sians. The base map is further generated by a smaller number of textons selected from a
texton dictionary Π (image adapted from [198]).

More recently, Zhu et al. [198] argued that textons could be defined in the context of a generative

model of images. In their three-level generative model, an image I was considered as a superpo-

sition of a number of image base functions that were selected from an over-complete dictionary

Ψ. These image bases, such as Gabor and Laplacian of Gaussian functions at various scales, ori-

entations, and locations, were generated by a smaller number of texton elements which were in

turn selected from a texton dictionary Π. This three-level structure is illustrated in Figure 2.2. An

image I is generated by a base map B which is in turn generated from a texton map T, i.e:

T Π−→B Ψ−→ I, (2.5)

where Π = {πi, i = 1, 2, ...} and Ψ = {ψi, i = 1, 2, ...}.

Each texton, an instance in the texton map T, is considered as a combination of a certain number

of base functions with deformable geometric configurations, e.g. star, bird, snowflake as shown in

Figure 2.2. This configuration can be illustrated using a texton of a star shape as shown in Figure

2.3. Two different base functions are selected from a base dictionary. One is a radial shape, which

can be a Laplacian of Gaussian function, and the other is a bar structure which can be a symmetric

Gabor function. These bases are translated, rotated and superpositioned on each other to produce

a star texton. By fitting this generative model to observed images, the texton dictionary then is

learnt as parameters of the generative model.

Textons, in one form or another, have been used in several applications. In [87], which was re-

ferred to earlier, Leung and Malik defined 2D and 3D textons as cluster centres in filter response

space from a single image and a stack of images with representative viewpoints and lighting.

These texton representations were then used to classify material images (in grayscale) from the

Columbia-Utrecht (CUReT) texture database [41]. Schmid [147] employed symmetric base func-

tions to obtain rotation invariant representations for content based image retrieval. Varma and

Zisserman [175, 177] performed a similar recognition process, but with different base functions,
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Image bases

A star texton

Figure 2.3: A star texton configuration (image adapted from [198]).

resulting in smaller filter response space dimension and rotation invariance.

The design and selection of the base functions are fundamentally important in texton based ap-

proaches. Also, the use of base functions limits the possibility to deal with colour images. The

proposed texem method is related to the texton representation, however, implicit representations

without base functions are used instead. More details and comparisons will be given in chapters 5

and 6.

2.2.3 Signal processing approaches

This section will briefly review various signal processing techniques for defect detection. As

a common characteristic, most signal processing methods apply filter banks on the image and

compute the energy of the filter responses. The methods can be divided into spatial domain,

frequency domain, and joint spatial/spatial-frequency domain techniques.

A Spatial domain and frequency domain filtering

Measuring edge strength is one of the earliest attempts to discriminate different textures. In the

spatial domain, the images are usually filtered by gradient filters to extract edges, lines, isolated

dots, etc. Sobel, Robert, Laplacian, Laws filters have been routinely used as a precursor to mea-

suring edge density. In [101], Malik and Perona designed a bank of differences of offset Gaus-

sian function filters to model pre-attentive texture perception in human vision. Ade [1] proposed

eigenfilters, a set of masks obtained from the Karhunen-Lóeve (KL) transform [71] of local image

patches, for texture representation.

In [84], Kumar and Pang used linear finite impulse response (FIR) filters to detect defects in

textiles. Filter responses from both defect free and defective regions were collected. Then, optimal

filters were selected based on discriminant analysis of the filters using objective functions, such
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as Mahalanobis-Singh and Fisher criterion. Neubauer [117] exploited three 5 × 5 FIR filters and

performed classification using histograms of features calculated from 10× 10 pixel regions. Zhou

et al. used simple linear filters to capture line-like defects in IC packages. Unser and Ade [173]

and recently Monadjemi et al. [114] employed eigenfilters in defect detection. The authors argued

that unlike other spatial operators, eigenfilters are image dependent and the detailed images are

orthogonal to each other.

Many other techniques apply filtering in the frequency domain, particularly when no straightfor-

ward kernel can be found in the spatial domain. The image is transformed into the Fourier domain,

multiplied with the filter function and then re-transformed into the spatial domain saving on the

spatial convolution operation. Ring and wedge filters are some of the most commonly used fre-

quency domain filters. In [33], Coggins and Jain used seven dyadically spaced ring filters and

four wedge-shaped orientation filters, which have Gaussian cross sections, for feature extraction.

D’Astous and Jernigan [42] used peak features, such as strength and area, and power distribution

features, such as power spectrum eigenvalues and circularity, to discriminate textures.

In [162], the authors used the Fourier transform to reconstruct textile images for defect detection.

The line patterns in a textile image, supposed to be defects, were taken out by removing high en-

ergy frequency components in the Fourier domain using a one-dimensional Hough transform. The

differences between the restored image and the original image were considered as potential de-

fects. A similar idea was explored in [164], but low pass filtering was used to remove the periodic

information. Chan and Pang [21] extracted harmonic peaks from horizontal and vertical power

spectrum slices, based on the observation that defects usually occur in horizontal and vertical di-

rections. However, these methods all rely on the assumption that faultless fabric is a repetitive and

regular texture. These methods will not be suitable for defect detection in random textures.

B Joint spatial/spatial-frequency methods

One difficulty with the Fourier transform is that it has relatively poor spatial resolution, as Fourier

coefficients depend on the entire image. Many applications require the analysis to be localised in

the spatial domain, e.g. in this case defect detection and localisation.

The classical way of introducing spatial dependency into Fourier analysis is through the windowed

Fourier transform. If the window function is Gaussian, the windowed Fourier transform becomes

the well-known Gabor transform, which can arguably achieve optimal localisation in the spatial

and frequency domains [43]. Gabor filters can be categorised into two components: a real part as

the symmetric component and an imaginary part as the asymmetric component. The 2D Gabor
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Figure 2.4: The frequency response of the dyadic bank of Gabor filters. The maximum
amplitude response over all filters is plotted. Each filter is represented by one centre-
symmetric pair of lobes in the illustration. The axes are in normalised spatial frequencies
(image adapted from [136]).

function can be mathematically formulated as:

G(x, y) =
1

2πσxσy
exp

[
−1

2

(
x2

σ2
x

+
y2

σ2
y

)]
exp(2πju0x), (2.6)

where σx and σy define the Gaussian envelope along the x and y directions respectively, u0 denotes

the radial frequency of the Gabor function, and j =
√−1. Psychophysiological studies, such

as [44], have suggested that the human brain performs multi-channel, frequency and orientation

analysis on the visual image. These findings have strongly motivated the use of Gabor analysis,

along with other multiscale techniques. Turner [171] and Bovik et al. [32] first proposed the

use of Gabor filters in texture analysis. Jain and Farrokhnia [65] used it in segmentation and

classification of textures with dyadic coverage of the radial spatial frequency range. Figure 2.4

shows the frequency response of the dyadic Gabor filter bank with the centre frequencies {2− 11
2 ,

2−
9
2 , 2−

7
2 , 2−

5
2 , 2−

3
2 }, and orientations {0◦, 45◦, 90◦, 135◦} [136].

The Gabor filter bank has been extensively studied in visual inspection, e.g. [49, 184, 82, 167,

12, 83, 113, 165]. Kumar and Pang [82] performed fabric defect detection using only real Gabor

functions. Later in [83], the same authors used a class of self-similar Gabor functions to classify

fabric defects. They also investigated defect detection using only imaginary Gabor functions as an

edge detector. For computational efficiency, the fabric samples were analysed using horizontally

and vertically projected one-dimensional profiles. In [12], Bodnarova et al. applied a Fisher cost

function to select a subset of Gabor functions based on the mean and standard deviation of the

template (defect-free) feature images to perform textile flaw detection. The filtering responses

of those selected Gabor functions were supposed to have compact distributions. Defects were

localised by thresholding the filtering responses from an unseen image sample based on the mean
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and standard deviation of template filtering responses. Tsai and Wu [167] also performed Gabor

filter selection so that the filter response energy of the normal texture, assumed to be homogeneous,

was close to zero. Wiltschi et al. [184] performed automatic scale selection to preserve channels

with maximum energy and directional information. In [49], Escofet et al. performed multiscale

Gabor filtering in a novelty detection framework. Defect candidates across different scales and

orientations were fused together using logical processes. This defect fusion approach was adopted

in the proposed novelty detection methods. The proposed texem method is compared against the

Gabor filter bank method in Chapter 6.

Carrying similar properties to the Gabor transform, wavelet transform representations have also

been widely used for texture analysis, e.g. [143, 85, 146, 195]. Wavelet analysis uses approximat-

ing functions that are localised in both spatial and spatial-frequency domain. The input signal is

considered as the weighted sum of overlapping wavelet functions, scaled and shifted. These func-

tions are generated from a basic wavelet (or mother wavelet) by dilation and translation. Dyadic

transform is one of the most commonly used, however, its frequency and orientation selection

are rather coarse. Wavelet packet decomposition [35], as a generalisation of the discrete wavelet

transform, is one of the extensions to improve the selectivity where at each stage of the trans-

form, the signal is split into low-pass and high-pass orthogonal components. The low-pass is an

approximation of the input signal, while the high-pass contains the missing signals from the ap-

proximation. Finer frequency selectivity can be further obtained by dropping the constraints of

orthogonal decomposition.

In application to defect detection, Sari-Sarraf and Goddard [143] performed discrete wavelet trans-

forms on fabric images. The detailed images were fused together to produce a feature map in

which the normal texture regions, assumed to be homogeneous, had small values. The defects

were segmented by thresholds learnt from training templates. The key process was to attenuate

the normal regions, and accentuate the defective regions, based on the assumption that normal

texture was regular and homogeneous, and defects were those that broke the local homogeneity.

Scharcanski [146] also used the discrete wavelet transform to classify stochastic textile textures.

Latif-Amet et al. [85] extracted co-occurrence and MRF-based features from wavelet transform

coefficients for fabric defect detection. Graylevel difference-based features from subbands of the

wavelet transform were also applied in classifying fabric defects. Recently, Yang et al. [195] used

adaptive wavelets resulting in fewer scales compared with the standard wavelet transform. The

wavelet functions were adaptively selected based on an objective function measuring the ratio of

average energies between defective regions and defect-free regions. The method achieved better

performance than the standard wavelet transform, but needed supervised training.
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2.2.4 Model based approaches

Model based methods include, among many others, fractal models [103], random field models

[90], and the epitome model [70]. In this section, we briefly review these three as they are relevant

to the proposed approaches.

A Fractal models

Fractals, initially proposed by Mandelbrot [103], are geometric primitives that are self-similar and

irregular in nature. Fragments of a fractal object are exact or statistical copies of the whole object

and they can match the whole by stretching and shifting.

Fractal dimension is one of the most important features in the fractal model as a measure of com-

plexity or irregularity. Several methods have been developed to estimate the fractal dimension.

Pentland [129] used the Fourier power spectral density to estimate the fractal dimension for image

segmentation. The image intensity is modelled as 3D fractal Brownian motion surfaces. Gange-

pain and Roques-Carmes [51] proposed the box-counting method which was later improved by

Voss [180] and Keller et al. [76]. Super and Bovik [157] have proposed to use Gabor filters to

estimate the fractal dimension in textured images. Sarkar and Chaudhuri [144] introduced the

differential box-counting (DBC) method, which has also been used in texture analysis (for exam-

ple [23]). The authors argued that DBC method outperformed in estimating fractal dimension in

terms of efficiency, accuracy, and dynamic range compared with those of [129, 51, 76]. Later, Jin

et al. [69] suggested an improvement in the scale limit of the DBC method. Lacunarity is another

important measurement in fractal models. It measures the structural variation or inhomogeneity

and can be calculated using the gliding-box algorithm [5].

In [36], Conci and Proenca used box counting to extract fractal features for detecting defects in

fabric images. In a comparative study by Ohanian and Dubes [120], the fractal method performed

reasonably well against co-occurrence matrices, Gabor filters, and Markov random fields in texture

classification. However, it has achieved limited success in real applications. Fractals can have the

same fractal dimension but look completely different. Fractal models are mainly suitable for

natural textures where self-similarity may hold.

B Random field models

MRF theory provides a convenient and consistent way for modelling context dependent entities

such as pixels, through characterising mutual influences among such entities using conditional
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MRF distributions [90]. The establishment of the equivalence between MRFs and Gibbs distri-

bution [57, 9] provided tractable means for statistical analysis as Gibbs distribution takes a much

simpler form. Since then, MRFs have been applied to various applications, such as image seg-

mentation, texture synthesis, texture classification, and image restoration.

In MRF models, an image is represented by a finite rectangular lattice within which each pixel

is considered as a site. Neighbouring sites then form cliques and their relationships are modelled

in the neighbourhood system. The equivalence theorem between MRF and Gibbs random fields

(GRF) provides a general basis for the specification of MRF joint distribution functions. Differ-

ent distributions can be obtained by specifying the potential functions, such as Gaussian MRF

(GMRF) [24] and the FRAME model [199].

Cohen et al. [34] partitioned test images into non-overlapping sub-blocks. Each image block was

inspected based on statistics derived from defect free samples using GMRFs. Baykut et al. [7]

implemented this method in a real-time application with a dedicated DSP system. In [123], the

authors showed that MRF based methods were competitive in a comparative study against other

statistical and spectral based methods in defect detection.

The proposed texem model is related to the MRF model in the sense that both rely on local con-

textual analysis. However, texems do not explicitly model the interaction of local pixels, but

model the global distribution constrained in a local context. Additionally, the texem model is a

semi-parametric model, while most MRF models are usually fully parametric.

C Epitome model

Recently, Jojic et al. [70] introduced a novel model to describe image(s), called the epitome

model. The epitome is a small, condensed representation of a given image which contains its

primitive shapes and textural elements. The mapping from the epitome to its original pixels is

hidden, and several images may share the same epitome by varying the hidden mapping. In this

model, raw pixel values are used to characterise textural and colour properties, instead of popular

filtering responses. The epitome is derived using a generative model. It is assumed that image

patches from the original (large) images are produced from the epitome by copying pixel values

from it with added Gaussian noise. Thus, as a learning process various sizes of patches from the

image are taken and are forced into the epitome, a much smaller image, by examining the best

possible match. The epitome is then updated accordingly when new image patches are sampled.

This process iteratively continues until the epitome is stablised. Figure 2.5 shows an example

image and two epitomes at different sizes. We can see that the epitomes are relatively compact

representations of the image.
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Figure 2.5: Epitome - from left: Original colour image, its 32 × 32 epitome, and its
16× 16 epitome (generated with the software provided by the authors in [70]).

The authors of the epitome model demonstrated its abilities in texture segmentation, image de-

noising, and image inpainting [70]. Stauffer [156] also used epitomes to measure the similarity

between pixels and patches to perform image segmentation. In this thesis, the epitomic appear-

ance model was investigated for detecting textural defects. However, the hidden mapping of the

epitome model was found to be impractical for defect detection. More details will be discussed in

Chapter 5. Additionally, the spatial relationships are preserved in a limited scale, e.g. see Figure

2.5 where the red and blue region in the original image are connected to each other, while in the

epitomic versions (especially in the 16× 16 epitome) they are separated from each other.

2.2.5 Discussion

A brief classification of the texture analysis techniques used for defect detection is shown in Table

2.1. As mentioned earlier, the statistical and signal processing based methods have been in favour

in terms of the amount of research reported. It is also worth noting that the categorisation of the

texture analysis techniques used for defect detection as described above and listed in Table 2.1 is

not a crisp classification. There are techniques that combine methods from different categories

for texture analysis, e.g. [85] applies co-occurrence measurement on wavelet transformed detail

images.

A Texture analysis

There are several comparative studies in the literature that evaluate texture analysis methods. It

must be noted that different studies use different datasets and possibly different parameter set-
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tings. In [120], Ohanian and Dubes compared the fractal model, co-occurrence matrices, the MRF

model, and Gabor filtering for texture classification. The co-occurrence features generally out-

performed other features in terms of classification rate. However, as pointed out in [170], they

used raw Gabor filtered images instead of using empirical nonlinear transformations to obtain tex-

ture features. Reed and Wechsler [139] performed a comparative study on various spatial/spatial-

frequency representations and concluded that the Wigner distribution had the best joint resolution.

However, Pichler et al. [133] reported superior results using Gabor filtering over other wavelet

transforms. In [22], Chang et al. evaluated co-occurrence matrices, Laws texture energy, and

Gabor filters for segmentation in natural and synthetic images. Gabor filtering again achieved best

performance. Later, Randen and Husøy performed an extensive evaluation of various filtering ap-

proaches for texture segmentation in [136]. The methods included Laws filters, ring and wedge

filters, various Gabor filters, and wavelet transforms. No single approach was found to be con-

sistently superior to the others on their twelve texture collages. Recently, Singh and Singh [153]

compared seven spatial texture analysis techniques, including autocorrelation, co-occurrence ma-

trices, Laws filters, run lengths, and statistical geometrical (SG) features [27]. The SG features

performed best in classifying VisTex and MeasTex [154] textures. In the SG method, the image

was segmented into several binary stacks depending on the number of graylevels in the image.

Then geometrical measurements of the connected regions in each stack were taken as texture fea-

tures. This approach is similar to that proposed in [79] for defect detection in ceramic tiles.

B Defect detection

Özdemir et al. [123] compared six texture features, consisting of MRF, KL transform, 2D Lattice

filters, Laws filters, co-occurrence matrices, and a FFT-based method, for detecting textile defects.

Texture modelling using a high (9th) order MRF model gave the best detection result. Iivarinen

[63] demonstrated LBP and co-occurrence matrices features had similar performance in inspecting

textured surfaces. Recently in [113], Monadjemi implemented three statistical (histogram-based,

LBP, and co-occurrence matrices) and five signal processing schemes (Gabor filters, directional

Walsh-Hadamard transform, discrete cosine transform, eigenfilters, and composition of Gabor

filters) for randomly textured ceramic tile abnormality detection. The Gabor filter based composi-

tion scheme was found to be the most accurate method with good consistent performance across

various tile types.

Although a solid conclusion can not be drawn to determine the best method for either texture

analysis or defect detection or both, it is clearly evident that filtering approaches, in particular

Gabor filtering, have been more popularly applied in these areas (cf. Table 2.1). However, an

attractive idea is to use local neighbourhood pixel relationships to model the texture, e.g. using

methods based on the LBP, MRF, or the epitome models. In fact, multi-channel filtering supports
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the claim that the joint distribution of neighbouring pixels determines texture appearance, as the

joint distribution of pixel values in the filter support window determines the distribution of the filter

response [88]. Notably, Varma and Zisserman [176] demonstrated better performance in texture

classification using small neighbourhoods than using filter bank-based approaches. Representing

texture using primitives is also effective, for example the texton representation. However, due to

the difficulties in explicitly deriving primitive representation and associated displacement rules,

there are relatively limited works using structural approaches (cf. Table 2.1).

As image textures may often contain both statistical and structural properties, a texture analysis

method should be able to represent both types of properties in order to completely describe the

texture [62]. Model-based texture analysis methods can generally represent both properties, e.g.

[199]. Statistical models and their estimation have recently been an attractive topic, for example

[70].

In this thesis, a novel statistical model, the texem model, is proposed to learn texture primitives.

Texems are implicit encapsulation of texture primitives based on local neighbourhood relation-

ships.

2.3 Colour Tonality Inspection

In industrial quality inspection of colour texture surfaces, such as ceramic tiles or fabrics, it is also

important to maintain consistent colour shade or tonality during production. Colour shade varia-

tions, although subtle, can still be discernible once the surfaces are put together. This is therefore

another important quality factor in ceramic tile production. Colour tonality inspection must be

carried out on both uniform pattern surfaces and randomly textured surfaces, but manual detection

is not only tiresome but rather difficult. Problems such as spatial and temporal variation of the

illumination may introduce effects which make colour grading even more difficult. Manufacturers

have long sought to automate the identification process.

In [6], Baldrich et al. segmented the tile image into several stacks using a K-means approach.

Then statistical measures were used to represent local and global colour information and segment

chromatic and shape characteristics of blobs within each stack. However, this was designed for

a specific family of grainy tiles and may not be applicable to other types of randomly textured

tiles. In [97], Lumbreras et al. used wavelet transforms to assess different colour channels and

various decomposition schemes to find appropriate features in order to sort tiles into perceptually

homogeneous classes. The feature vectors were classified to the nearest class by using Fisher’s

linear discriminant function. Similar work has been reported in [4], using wavelet analysis in RGB
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Figure 2.6: A flow chart of the colour histogram-based colour tonality inspection
method [15, 16].

channels. The visual perception concerned with in these works, such as [6, 97, 4], include both

textural and chromatic properties.

However, there are scenarios in which consistency of chromatic characteristics are as predomi-

nantly important as for visual perception, for example [15, 95]. Kauppinen [74] used RGB colour

percentile features which were calculated from cumulative histograms to classify wood surfaces.

Penaranda et al. [128] computed the first and second histogram moments of each channel of the

RGB colour space as chromatic descriptors to classify tiles according to visual perception. Very

recently, Lopez et al. [95, 96] used higher order histogram moments from each channel in L∗a∗b∗

colour space to characterise the colour tonality of ceramic tiles. In [13, 14], Boukouvalas et al.

presented spatial and temporal constancy correction of the image illumination on the surfaces of

uniform colour and two-colour (fix) patterned tiles. The luminance and the average colours in

image channels, such as red, green, and blue, were used to perform tonality grading. Later in [15],

the same authors proposed a colour histogram based method to automatically grade colour shade

for randomly textured tiles by measuring the difference between the RGB histograms of a refer-

ence tile and each newly produced tile. By quantising the pixel values to a small number of bins

for each band and employing an ordered binary tree, the 3D histograms were efficiently stored and

compared. Figure 2.6 shows our simulated flow chart of their procedure which is important to our

work later in Chapter 5 for comparative purposes. Several measures were investigated to perform

the histogram comparison. Normalised cross correlation was found to be the most appropriate one

as it gave the most consistent performance and also had a bounded range. This allowed the a priori

definition of thresholds for colour shade.

Previous works, e.g. [15, 74, 95], show that global measurements, particularly colour histograms

and their related statistics are useful in colour tonality defect detection. Smoothing to reduce noise

interference (prehistogram computation) has also been found beneficial in colour shade discrimi-

nation [16]. In this thesis, colour histogram-based methods have been further explored by incor-

porating local chromatic features to discriminate subtle colour shade differences. The proposed

method is compared against those in [15, 74].
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2.4 Colour Texture Analysis

Due to the increasing computational power and availability of colour cameras, there are rising

demands to use colour when necessary. There has been a limited but increasing amount of work

on colour texture analysis recently (cf. Table 2.1).

Most colour texture analysis techniques are borrowed from methods designed for graylevel im-

ages, such as co-occurrence matrices and LBP. This extension of graylevel texture analysis tech-

niques to deal with colour images usually takes one of the following forms:

1. Processing each channel individually by directly applying graylevel based methods [19,

55, 56, 100]: The channels are assumed independent to each other and only the spatial

interactions are taken into account.

2. Decomposing image into luminance and chromatic channels [132, 127, 46, 115, 91]: Trans-

forming the colour space so that texture features are extracted from the luminance channel

and chromatic features from the chromatic channels, each in a specific manner. The selec-

tion of the colour space is usually application dependent.

3. Combining spatial interaction within each channel and interaction between spectral channels

[141, 79, 126, 66, 159, 8, 111, 73, 60, 125]: The graylevel texture analysis techniques are

applied in each channel, while the pixel interactions between different channels are also

taken into account. Also, some works perform global colour clustering analysis, followed

by spatial analysis in each individual stack.

Techniques independent of graylevel methods have also been attempted:

4. Using fully three dimensional models to analyse colour textures [70]: The spatial and spec-

tral interactions are simultaneously handled. The main difficulties arise in effectively repre-

senting, generalising, and discriminating three dimensional data.

Caelli and Reye [19] processed colour images in RGB channels using multiscale isotropic filtering.

Features from each channel were then extracted and later combined for classification. In [55], the

author used the KL transform to decorrelate the RGB channels into orthogonal eigenchannels. A

recursive MRF model was performed in individual channels for texture segmentation. Later in

[56], Haindl and Havlicek used a similar approach for colour texture synthesis. Mäenpää et al.

[100] measured colour percentiles based on the accumulated histogram in each RGB channel as

chromatic features, and co-occurrence matrices and LBP features as textural features to inspect

wood surfaces.
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Several works transform the RGB colour space to other colour spaces to perform texture analysis

so that chromatic channels are separated from the luminance channel, e.g. [132, 127, 46, 115,

91]. In [127], Paschos et al. projected the colour images into the xyY colour space. The two

chromaticity coordinates (x,y) were combined into one, which provided the chromatic features.

Texture features were extracted from the Y channel. Dubuisson-Jolly and Gupta [46] used a multi-

resolution simultaneous auto-regressive model to compute the texture features. Very simple colour

features were selected from the Y uv colour space. Similarly, Monadjemi et al. [115] used hue-like

colour features, and Hadamard and Gabor transform texture features to classify outdoor scenes.

Liapis et al. [91] transformed colour images into theL∗a∗b∗ colour space in which discrete wavelet

frame transform was performed in the L channel. Local histograms in a and b channels were

used as chromatic features. Recently, Tsai et al. [165] also transformed colour images into the

L∗a∗b∗ space, from which two chromatic representations were derived for each pixel colour, hue

and chroma (colourfulness). Gabor filtering was then performed in these two channels. The

authors argued that processing images in these two chromatic channels only could be resilient to

illumination changes. They assumed that defects were chromatically differentiable. However, a

large set of defects occur due to intensity irregularities. For example, changes in gray shade will

not introduce differences in hue and chroma.

The importance of extracting correlation between the channels for colour texture analysis has been

addressed by several authors. One of the earliest attempts was reported in [141]. In [126], Pan-

jwani and Healey devised a MRF model to encode the spatial interaction within colour channels

and between colour channels. A similar idea was explored in [73] for unsupervised colour image

segmentation. In [66], Jain and Healey used Gabor filters to obtain texture features in each channel

and opponent features that capture the spatial correlation between channels. Thai and Healey [159]

applied multiscale opponent features computed from Gabor filter responses to model intra-channel

and inter-channel interactions. In [111], Mirmehdi and Petrou perceptually smoothed the colour

image textures in a multiresolution sense before segmentation. Core clusters were then obtained

from the coarsest level and initial probabilities were assigned to all the pixels for all clusters. A

probabilistic reassignment was then propagated through finer levels until full segmentation was

achieved. Simultaneous auto-regressive models and co-occurrence matrices have also been used

to extract the spatial relationship within and between RGB channels [8, 60, 125]. In [79], the

authors performed colour clustering, followed by binarised spatial pixel distribution analysis, to

identify textural defects in colour ceramic tile images. The colour clustering and binarisation in

the spatial domain partially takes into account both spatial and spectral interactions.

There is relatively limited effort to develop fully 3D models to represent colour textures. The

3D data space is usually factorised using one of the approaches mentioned above, then the data

is modelled and analysed using lower dimensional methods. However, such methods inevitably

suffer from some loss of spectral information, as the colour image data space can only be ap-
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proximately decorrelated. As mentioned in Section 2.2.4, the epitome [70] provides a compact

3D representation of colour textures. The image is assumed to be a collection of epitomic prim-

itives relying on raw pixel values in image patches. The neighbourhood of a central pixel in a

patch are assumed statistically conditionally independent. A hidden mapping guides the relation-

ship between the epitome and the original image. This compact representation method inherently

captures the spatial and spectral interactions simultaneously. The epitome model inspired us to

develop the texem model, a compact mixture representation of colour textures. Later in Chapter

5, the epitome model will be used to perform defect detection for comparative purposes.

Visual inspection using colour texture analysis is still largely under-developed in the literature

and only a limited number of works have been reported so far. However, the demand for colour

visual inspection is rising. In this thesis, several colour techniques with different computational

complexities for inspecting tonality and textural faults are investigated. First, a direct extension of

graylevel texems with relatively low computational costs is proposed by performing texems based

local contextual analysis in decorrelated image eigenchannels. Next, a full 3D model with new

formulations and inference procedures is introduced to generate texture exemplars from single or

multiple images. The model is then more generally applicable and achieves better results at the

cost of more computational power.

2.5 Classification and Novelty Detection

The primary goals of visual inspection are detection and classification. This involves choosing an

appropriate decision making scheme which is usually referred to as pattern classification. Gen-

erally, this can be divided into supervised classification and unsupervised (or semi-supervised)

classification. The following gives a brief review of these two approaches in relation to visual

inspection.

2.5.1 Visual inspection via supervised classification

In supervised classification, the input pattern, based on features derived from earlier stages, is

identified as a member of a pre-defined known class. This approach has been widely used in

visual inspection, e.g. [184, 81, 151, 131, 114, 104, 95, 96].

The K-Nearest Neighbour (KNN) classifier is a simple nonparametric supervised distance-based

learning algorithm where the pattern is assigned to the class shared by the majority of the K

nearest neighbours. In [95, 96], Lopez et al. used KNN to classify ceramic tile surfaces based



2.5 CLASSIFICATION AND NOVELTY DETECTION 31

on chromatic features extracted from individual channels. The authors also investigated various

values of K in terms of classification accuracy. Mandriota et al. [104] also applied KNN to

classify filter responses and wavelet coefficients to inspect rail surfaces. Contrary to [95, 96], the

authors did not find any performance improvement on their dataset by increasing the value K.

Wiltsh et al. [184] used a parametric minimum distance based classifier to inspect steel images.

Latif-Amet et al. [85] also used a Mahalanobis distance based parametric classifier. Recently,

Pernkopf [131] classified steel surfaces based on data likelihood computed from coupled hidden

Markov random fields. In [21], Chan and Pang classified four types of fabric defects by fitting into

the expected feature model.

Artificial neural networks have been extensively used in decision making procedures due to their

ability to learn complex non-linear input-output relationships. In [81], raw pixel values in tex-

tile images were extracted from local neighbourhood as the textural feature for each individual

pixel. PCA was then applied to the feature vectors to reduce the feature space dimension. Fi-

nally, a feed-forward neural network was used to classify each pixel. Recently, Monadjemi et al.

[114] applied a back propagation neural network and KNN to classify ceramic tile surfaces using

various texture features, such as co-occurrence matrices, LBP, Gabor filtering, eigenfiltering, and

discrete cosine transform. They proposed a neural network that generally outperformed the KNN

classifier. Another popular network is the Self-Organising Map (SOM), which is mainly used for

clustering and feature mapping [67]. Nisknen et al. [119, 151] performed SOM based clustering

of wood surfaces. However, although the clustering is unsupervised, the labelling of defect-free

and defective samples in the SOM map was manually performed.

2.5.2 Visual inspection via novelty detection

In a novelty detection task, the classifier’s task is to identify whether an input pattern is part of the

data or it is in fact unknown. As for defect detection, it involves assigning a “normal” or “abnor-

mal” label to a pattern (e.g. a surface or a pixel). Contrary to supervised classification, novelty

detection only needs the normal samples for training purposes and usually uses a distance mea-

sure and a threshold for decision making. Recently, Markou and Singh [107, 108] gave a detailed

review of novelty detection approaches, using statistical and neural network-based approaches.

Statistical parametric approaches are commonly used in visual inspection, for example [49, 167,

82, 12, 114]. The fundamental assumption is that the data distribution is Gaussian in nature. Thus,

it can be easily statistically modelled based on means and covariances. As misclassifications

can not be used as a criterion for the performance of a classifier as in a supervised manner, the

available performance measure for novelty detection methods is the probability of false positives,

that is rejection of good samples. Increasing the acceptance decision boundary will then obviously
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decrease the risk. However, it is also clear that the probability of false negatives depends on the

acceptance region. Thus, it is usual to set the minimum acceptance region according to a fixed

false positive probability. For example, in a parametric classifier, the decision boundary can be

set as µ± kσ with k = 2 or k = 3, which corresponds to 5.0% and 0.3% expected false positive

rate. In some applications, the decision boundary is simply set as the maximum range of normal

samples in the training stage, e.g. [83, 84].

Probabilistic approaches, e.g. Gaussian mixture models, use kernel functions to estimate general

distribution of training patterns. Each pattern is usually represented as a point in a d-dimensional

feature space, where d is the length of the feature vector. The parameters of the model are deter-

mined by maximising the likelihood of the training data, usually through Expectation Maximisa-

tion (EM) algorithms. The objective is then to establish decision boundaries in the feature space

and reject patterns that fall in regions of low density. The decision boundaries are determined

by the probability distribution of the patterns at training stage. Thus, they can be conveniently

computed by examining data likelihoods. In this thesis, two different mixture models are used to

measure the pattern likelihoods. Novelty detection is then accomplished by using simple paramet-

ric thresholding, determined automatically from training data.

2.6 Conclusions

This chapter established the necessary background in preparation for describing the proposed

methods in this thesis. The review of existing visual inspection techniques was divided into two

sections. One was concerned with global colour shade inspection, and the other with local textu-

ral defect detection. Traditional classification approaches and novelty detection approaches were

compared in the context of defect detection. The research on visual inspection is diversive and

ever-changing, however, the following observations can be made.

- Colour shade defect detection should be viewed differently to textural defect detection. It

is a global chromatic issue. Among several others, multidimensional histogramming has

proved an appropriate approach to this problem. However, chromatic features based on

global information only may not be able to discriminate subtle colour shade differences.

- Filter bank based methods have been very popular in textural defect detection, but contextual

analysis based on local neighbourhoods is a promising alternative approach.

- Colour texture analysis is increasingly applied in visual inspection, but limited work in this

area has so far been reported. The majority of the existing methods decompose the colour

image into separate channels and process them independently or with limited interactions.



2.6 CONCLUSIONS 33

- It is also notable that novelty detection is important in visual inspection where knowledge

of defective patterns is usually incomplete and/or unavailable.



Chapter 3

IMAGE DATASETS AND

PRE-PROCESSING

Data acquisition and preparation involves the choice of sensor, the pre-processing steps, data se-

lection, and the establishment of the groundtruth. This thesis is based on a large number of ceramic

tile images from three different sources, and in one case from three different acquisition systems.

The VisTex [112] database has also been used for novelty detection later in chapter 6. This chap-

ter will briefly discuss the image datasets used and their pre-processing, in particular, luminance

compensation for ceramic tile images.

3.1 Image Datasets

The first image dataset (COLSHADE) introduced here was used for the colour tonality issue in

ceramic tiles. The data was gathered by imaging tiles with a 2048 pixel resolution RGB colour

line-scan camera. The image sizes vary from 800×600 pixels to 1000×1000 pixels corresponding

to the physical size of the tiles. This tonality or colour shade test dataset comprises eight tile types,

totalling 456 tiles, with known groundtruth obtained from manual classification by manufacturing

floor experts. Samples of each type were divided into two categories: standard colour shade and

off-shade, as listed in Table 3.1.

Figure 3.1 presents several ceramic tile images with normal and abnormal colour shades. The first

column in the figure shows tile images with standard normal colour shade. The tile images in the

middle column possess visually subtle offset in colour shades, while those in the last column show

relatively larger colour shade deviations. Both off-shades are considered as defective and need to

34
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Figure 3.1: Colour shade examples from the COLSHADE dataset - left column: tile
images with standard normal colour shade; middle column: tile images with minor colour
shade problem; right column: tiles with relatively larger colour shade off-set.
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Table 3.1: Colour shade tile dataset: COLSHADE.
Tile Number of Images
Type Normal Shade Abnormal Shade Total

1 16 32 48
2 20 40 60
3 20 40 60
4 20 40 60
5 16 32 48
6 20 40 60
7 20 40 60
8 20 40 60

Total 152 304 456

Table 3.2: Grayscale tile images for defect detection: GRAYSET.
Tile Number of Images

No. Type Normal Sample Abnormal Sample Total

1 PRAN1A 52 113 165
2 WRIB1A 42 236 278
3 TF1X1A 161 280 441
4 BM1A 8 7 15
5 LRSIDE 23 23 46
6 TSPI1A 15 334 349
7 CSA1 56 38 94
8 SALZ1A 96 28 124

Total 453 1059 1512

be detected. The images from different families vary in terms of the layers of textures and the

colour tones applied on the surface. Also, the texture decorations range from coarse to fine.

The second (GRAYSET) and the third (COLOURSET) tile datasets were collected for detecting

textural defects. The images were captured by three different cameras and setups (each at a dif-

ferent site) as part of the MONOTONE project. The GRAYSET contained grayscale tile images

captured by a monochrome line-scan camera in a factory environment in the UK. The spatial res-

olution of these images were 4 pixels/mm and the images were 512 × 512 pixels in size. There

were eight different types of tiles, totalling 1512 tile images with 453 normal samples and 1059
abnormal samples as shown in Table 3.2.

The COLOURSET data comprised two parts. The first was a collection of 256×256 pixel images

grabbed using a RGB colour camera in a laboratory environment in the University of Bristol. The

second was a collection of 256 × 256 pixel images grabbed by a RGB line-scan camera with

similar spatial resolution at two different manufacturing sites in Spain using the same inspection
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system. As shown in Table 3.3, there were 1018 tile images from ten different families of which

around half were defective.

Figure 3.2: Examples of grayscale tile images with textural defects. The left image of
each pair of images is a normal sample, while the right one is defective - from top left to
bottom right: a random texture with a print error, a fine sand-like texture with physical
defects, a marble texture with a small crack, a light texture with a print error, a cloud-like
texture with pin holes, a marble texture with broken corner, a miss-registration problem,
and a pattern irregularity issue in a grid pattern.

The GRAYSET data contained a wide range of texture decorations, some of which are shown in

Figure 3.2. There were surfaces printed with stochastic textures, such as fine sand-like textures,

and loose or strong coarse macro textures. There were also some regular patterns. The defects

were of physical and textural nature, such as cracks, pin holes, bumps, misprints, missing print
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Table 3.3: Colour tile images for defect detection: COLOURSET
Tile Number of Images

No. Type Normal Sample Abnormal Sample Total

1 PRAN 52 130 182
2 ARDES 12 10 22
3 BSAT 40 80 120
4 CSA 56 38 94
5 DJZU 10 10 20
6 GRAN 10 10 20
7 BJUP 40 52 92
8 KNGY 108 31 139
9 SONE 153 46 199

10 WBOT 80 52 132
Total 561 457 1018

and misregistrations.

Figure 3.3 shows several examples from the COLOURSET data with different types of textural

and/or chromatic defects, including cracks, printing smudges, and discolourations.

All the ceramic tile images were manually classified into normal or defective categories. This was

performed globally and subjectively by experts, and not at the pixel level. Therefore, groundtruth

to define localised defect areas is not available. This was not only because the process is very

time-consuming but also because it is indeterminate. The defective regions are usually much

smaller than normal regions and the pixel based accuracy measurement would be biased towards

specificity. Thus, in order to evaluate the spatial accuracy of the defect detection algorithms,

the proposed method will be tested on texture collages made from textures in the MIT VisTex

texture database [112]. Some example textures from VisTex are shown in Figure 3.4. Up to five

different textures were used to produce each image collage. In each case, the background texture

was considered as normal texture, while the foreground (disk, square, triangle, and rhombus) was

treated as the novelty (defects) to be detected. The foreground was set to occupy 50% of the whole

image to allow the sensitivity and specificity measurements not to be biased. Figure 3.5 shows all

the 28 collage images used for novelty detection tests.

3.2 Accuracy, Sensitivity, and Specificity

The final result of the proposed method is the classification of previously unseen images into “de-

fective” or “defect-free”. For image collages the accuracy was measured in pixels. The testing
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Figure 3.3: Examples of colour tile images with various textural and/or chromatic de-
fects. The left image of each pair is a normal sample, while the right one is abnormal -
from top left to bottom right: a cloud-like texture with a diffused defective region, a sub-
tle printing error in the bottom right corner in an oriented texture, a major printing error
along the edge of a tile decorated with dense patterns, several defective regions intro-
duced by alien ink during printing, a thin and long crack across a random texture, a print
error in a sand-like random texture, a cluster of pin holes in a marble texture, a missing
print defect in a busy pattern, a print defect in a marble texture, and a few physical bumps
in a lightly textured tile image.
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Figure 3.4: ViTex sample images (captured from materials such as foods, bark, water,
fabric, sand, and brick).

Figure 3.5: The complete set of collage images used for novelty detection evaluation.
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results were quantified using specificity to show how accurately defect-free samples were clas-

sified, sensitivity to show how accurately defective samples were classified, and accuracy as the

correct classification rate of all samples. They are defined as:




specificity = Nt∩Ng

Ng
× 100%

sensitivity = Pt∩Pg

Pg
× 100%

accuracy = Nt∩Ng+Pt∩Pg

Ng+Pg
× 100%

(3.1)

where P is the number of defective samples, N is the number of defect-free samples, and the

subscripts t and g denote the results by testing and groundtruth respectively. These measurements

have been used throughout the thesis for evaluation and comparison.

3.3 Image Pre-processing

A major problem in any image inspection application is that of the image acquisition procedure.

Due to the well-known cosine-fourth fall-off [61], vignetting effect [78], and other nonlinear inter-

ferences in the image acquisition chain, such as pupil aberration [3] and lighting non-uniformity,

the intensity of the grabbed image is far from uniform.

The images captured at the University of Bristol were obtained by a radial RGB colour camera.

It used a 2D illumination field which was difficult to adjust for lighting uniformity. For these

images, the histogram specification technique [135] was used to correct the intensity across the

images. This is briefly presented in section 3.3.1.

The majority of the tile images were captured by much higher resolution line scan cameras, in-

stalled in real factory environments. The behaviour of a line scan camera is significantly different

from a radial camera. Sections 3.3.2 and 3.3.3 discuss the luminance correction methods for line-

scan cameras using parametric and non-parametric approaches.

3.3.1 Luminance correction via histogram specification

The acquired images from the RGB radial camera were transformed into the CIE L∗u∗v∗ colour

space to separate the luminance channel from the chromatic channels. The luminance channel was

then split into patches with the constraint that the patch was relatively large but intensity was lo-

cally approximately homogeneous. The patch in the centre of a selected normal sample was treated

as the reference patch based on the assumption that the centre of the sensor was least affected from

luminance inconsistency introduced by the cosine-fourth effect. The remaining patches were then
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Figure 3.6: Luminance correction using histogram specification - from left: original
defect-free tile image and its corrected version; original defective sample and its lumi-
nance corrected image.

corrected based on the reference patch using the histogram specification technique. Let pr(r) and

ps(s) be the reference patch r and sample patch s intensity distribution functions respectively.

Histogram equalisation was first used on both functions according to following transforms:

Q(r) =
∫
r pr(x)dx

S(s) =
∫
s ps(x)dx

(3.2)

Then, by using the inverse transform of the reference patch, the desired intensity distribution is

obtained:

ŝ = Q−1(S(s)). (3.3)

Figure 3.6 shows one “defect-free” and one “defective” tile sample and their luminance corrected

versions. As the reference histogram is extracted from a normal sample, the correction will force

the histograms of defective regions stretch towards the normal sample. As a result, defective

regions may appear a little faded away (as can be seen in Figure 3.6). However, the chromaticity

and local spatial structure of the defective regions are well-preserved because the correction is only

performed in the luminance channel and it is not a pixel based compensation. Note, this method

was designed for luminance correction of images from the radial camera used in this work only.

3.3.2 Parametric luminance correction

For the line-scan camera imaging system, two lighting cubes were used to produce a uniform

illumination field, which was monitored by a special device along the camera acquisition line.

The left image in Figure 3.7 shows a white tile with uniform reflectance imaged by the line-scan

camera and a plot of its horizontal intensity profiles at all vertical pixel positions. These horizontal
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Figure 3.7: A white tile with nearly uniform reflectance captured by the imaging sys-
tem and its horizontal intensity profiles across the tile (the median values at each pixel
position are plotted in red curve).

profiles are parallel to the camera scan line. Figure 3.7 clearly shows that the intensity horizontally

across the tile image is far from uniform. It can also be noticed that the temporal variation is very

small. The average maximum difference for each pixel position is only about 2 or 3 gray levels

across the whole image, however, spatially, the difference can be as large as 27 gray levels. This

is mainly due to the well-known cosine-fourth fall-off.

The theory can be examined by fitting a cosine-fourth curve to these profiles:

y(x) = Acos4(tan−1(
x0 − x
H

)) + y0, (3.4)

where x denotes the horizontal pixel position, x0 is the centre of the camera, H is the height of the

camera, and A and y0 are constants. If this curve can fit the profiles well, the luminance inhomo-

geneity can be conveniently corrected by flattening the cosine-fourth curve. A major advantage

would be that this compensation procedure only requires a few camera parameter settings, which

are usually fixed during production, and no need for extra measurements. Thus, the Chi-square

method was used to find the best fit. The variance of intensity, vertically, at each horizontal pixel

position was treated as fitting weight. The Chi-square non-linear fitting result is shown in Figure

3.8 (left) where the red curve is the fitted cosine-fourth curve. The median intensity profile is plot-

ted in blue. The cosine-fourth does not fit well as it loses local accuracy. It is clear that although

cosine-fourth was the dominant factor of spatial inhomogeneity, there were several other factors

that have to be taken into account, for example vignetting effect. Additionally, dust interference

appeared to be critical. The dust in the factory environment can rest on the lens or the protective

screen under the camera. The dark strip on the right side of the image in Figure 3.7 left was very

likely introduced by dust on the camera lens. It also can be observed from the median profile in

Figure 3.8 (left) where an abrupt drop breaks the continuity. Thus, cosine-fourth fitting is not a

suitable solution. Other polynomial fittings could be used, however, it is difficult to accurately
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Figure 3.8: Cosine-fourth based correction - left: The blue line is the median profile
of all the horizontal intensity profiles of the white surface, and the red curve is the Chi-
square non-linear fitting result; right: The red line is the flattened cosine-fourth curve and
the blue one is the corrected median intensity profile.

model the unpredictable local changes of the intensity along the scan line.

3.3.3 Non-parametric luminance correction

Instead of using polynomials to model the spatial (horizontal) intensity changes, one can directly

rely on the image profiles (as seen in Figure 3.7) extracted from a standard white tile with uniform

reflectance. Median values are chosen to be treated as a template profile as they are more robust

to outliers than mean values. The surface selected was also ensured to be large enough to cover

the full visual field of the line-scan camera. Let Lt denote the template median profile, and Ln the

newly scanned pixel intensities. The intensity can then be easily corrected according to its relative

position to the camera:

L̂n(x) = Ln(x)× max(Lt)
Lt(x)

, (3.5)

where x is the horizontal pixel position. Figure 3.9 shows an original median profile (in blue) of a

sample tile and the corrected version (in red). The original luminance difference across the image

was 9.75 graylevels out of 100 on an 800 pixel wide image, while the corrected image showed a

0.28 maximum graylevel difference.

To study the temporal behaviour of the median profile based correction method, 200 uniform

colour tiles were imaged without parameter changes in the imaging system. The average in-

tensities and standard deviations across the whole image are plotted in Fig 3.10. The temporal

variations before and after correction were consistently small. However, the luminance correction

helped to reduce the standard deviation of intensities across the whole image from an average of
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Figure 3.9: Luminance correction using a template median profile - curve in blue colour
is the luminance profile before correction; curve in red colour is the profile after lumi-
nance compensation.
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Figure 3.10: Luminance correction - left: A plot of the average intensities of those 200
images of a uniform coloured tile captured with no change in the imaging system before
(in blue colour) and after (in red colour) luminance correction; right: A plot the stan-
dard deviations across the whole image before (in blue colour) and after (in red colour)
correction.

2.76 to 0.76 gray levels. Spatial luminance correction alone was found to be sufficient for the

application. However, it is still recommended that a new template profile should be acquired after

a certain time period in case of any abrupt changes in the imaging system. Fig 3.11 shows two

examples of luminance correction on tile surfaces with uniform colour and densely decorated tex-

tures. The profile based method outperformed the cosine fourth based method in that not only was

the outcome more uniform but also the dark strip was removed.
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Figure 3.11: Cosine fourth based and template profile based luminance correction -
First row: luminance correction on a uniform coloured surface. From left: Original
tile image (a dark strip across the tile is indicated by a red arrow), cosine fourth based
correction result, and a median template profile based correction result. Second row
shows the results on a highly textured tile surface.

3.4 Summary

In this chapter, all the image datasets used in this thesis were introduced. The images range from

medium to high resolution and include both monochrome and colour images.

A simple, yet effective and reliable luminance compensation method for line scan cameras was

used. It was based on a uniformly coloured sample with near uniform reflectance property. Its

median horizontal profile, parallel to the camera scan line, was considered as a template. Compen-

sation coefficients were then calculated and associated with the camera scan line. Newly scanned

pixel intensities were then corrected using these coefficients. As only the luminance needs to be

compensated, no colour normalisation across the data sets was carried out. Due to its simplicity

and efficiency, this approach can be used in real-time applications.



Chapter 4

COLOUR TONALITY INSPECTION

4.1 Introduction

Apart from textural faults, such as cracks, pin holes, undulations, misregistration, and misprints,

inspecting chromatic tonality defects in terms of overall visual impression is also a significant

production quality factor. This is concerned with assessing consistency among (tile) surfaces in

terms of visual perception.

In ceramic tile production, tonality issues arise when parameter settings or environmental condi-

tions change, such as, ink density, fluid viscosity, and temperature. These changes usually take

place very gradually such that colour tonality on the printed surface does not appear to be different

from one product to the next. It is difficult for a human inspector to notice the gradual changes

and to objectively set a threshold to reject surfaces with off-standard tonality online. The problem

is compounded when the surface of the object is not just plain-coloured, but textured. In short,

colour shade irregularities on plain or textured surfaces are regarded as defects and manufacturers

have long sought to automate the identification process.

A review of existing works on tonality inspection can be found in Chapter 2. The most relevant

work to us on the consistency of product colour tonality has been by Boukouvalas et al., for

example in [14, 15]. The authors proposed a colour histogram based method to automatically

grade colour shade for randomly textured tiles by measuring the difference between the RGB

histograms of a reference tile and each newly produced tile. Image quantisation and economic

histogram storage were used to efficiently compare histogram distributions. Normalised cross

correlation was found to be the most efficient comparison measure amongst several measurements

that were studied. It gave the most consistent performance and also had a bounded range which

allowed the a priori definition of thresholds for each colour shade.

47
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Figure 4.1: Two examples of ceramic tiles with different colour shades from dataset
COLSHADE - from left: The first two images in each row belong to the same colour
shade, the last one in each row is an example of off-shade.

In fact, colour histograms have proved their worth as a simple, low level approach in many other

applications, e.g. [158, 15, 134]. They are invariant to translation and rotation, and insensitive to

the exact spatial distribution of the colour pixels. These characteristics make them ideal for use

in application to colour shade discrimination, irrespective of the texture pattern. The colours on

textured (tile) surfaces are usually randomly or pseudo-randomly applied. However, the visual

colour impression of the decoration should be consistent from tile to tile. In other words, the

amount of ink and the types of inks used for decoration of individual tiles should be very similar

in order to produce a consistent colour shade, but the spatial distribution of particular inks is not

necessarily fixed from one tile to the next (see Figure 4.1). Thus, colour histogram based methods

are highly appropriate for colour shade inspection tasks.

In this chapter, a multidimensional histogram approach is presented to inspect colour tonality de-

fects on randomly textured surfaces. In particular, the method is designed for discriminating subtle

tonality differences which current state-of-the-art methods, such as [14, 15], find difficult to de-

tect. Also, tonality inspection is treated as a novelty detection problem rather than a classification

task (see [6, 97, 4, 128] where both the normal and abnormal samples are pre-defined). Another

motivation is to develop a more accurate approach, particularly for textured designs.
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The proposed method combines local colour distribution with global colour distribution to char-

acterise the colour shade properties as part of the histogrammed data. A reference tile image is

selected from a small set of good samples using a voting scheme. Initially, a vector directional

processing method is used to compute the Local Common Vector amongst neighbouring pixels in

the RGB space. This is first used to eliminate local noise and smooth the image. Then, a nine

element feature vector is computed for each colour pixel in the image composed of the colour

pixel itself, its local common vector, and its local colour variance. To minimise the influence of

noise, Principal Component Analysis (PCA) is performed in this 9D feature space. The first few

eigenvectors with the largest eigenvalues are selected to form the reference eigenspace. The colour

features are then projected onto this eigenspace and used to form a multidimensional histogram.

By projecting the colour features of an unseen tile onto the same reference eigenspace, a recon-

structed image is obtained and histogram distribution comparison can be performed to measure

the similarity between the new and the reference tiles.

4.2 Colour Shade Inspection

Figure 4.1 shows two particularly difficult abnormal tonality examples where the left and centre

tiles in each row belong to the same colour shade class and are considered normal samples, while

the right tile in each row is an “off-shade” example and should be detected as a defect. In de-

veloping our method of inspection the degree of noise in the tile images needs to be examined

first.

4.2.1 Noise analysis

The problem of noise, which can be introduced in the imaging system chain and at the printing

stage, requires special attention beyond facilitating uniform spatial lighting and temporal consis-

tency during image capture. Noise interference will inevitably enlarge the intra-class variations,

and make it more difficult to distinguish subtle colour shade differences. To recapitulate, the COL-

SHADE dataset tiles were imaged by a 2048 pixel resolution RGB colour line-scan camera. The

acquired image size varied from 600 × 800 pixels to 1000 × 1000 pixels corresponding to the

physical size of the tiles.

To examine the nature of the noise in the image acquisition process, PCA was performed directly

in the RGB space on a typical image from the dataset (the leftmost image in the top row of Figure

4.1). The pixel colours were then projected to the three orthogonal eigenvectors and finally mapped

back to the image domain to obtain one image for each eigenchannel (see Figure 4.2). The first
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Figure 4.2: Image noise analysis showing the three eigenchannels. The noise is highly
visible in the third channel. The images have been scaled for visualisation purposes.

eigenchannel presents the maximum variation in the RGB space, which in most cases is close to

the intensity. The other two orthogonal eigenchannels mainly show the chromatic information

with the last eigenchannel dominated by image noise. The vertical lines are introduced mainly by

spatial variation along the line-scan camera’s scan line and the horizontal lines are introduced by

temporal variations, ambient light leakage, and temperature variations.

Clearly, the noise is present in all the image channels, but can dominate in (certain) chromaticity

channels more than others. Direct comparison in the chromatic channels is likely to be error

prone. For colour histogram based methods, each bin has identical weight and the image noise

can make the distribution comparison unreliable when the colour shade difference is small, as

inter-class difference is heavily dilated. For most tile images, the actual colours only occupy

a very limited portion of the RGB space. In other words, variations in chromaticity are much

smaller than those of brightness, but can still overwhelm the chromaticity. A variety of smoothing

or diffusion methods can be used to explicitly minimise the negative effects of chromatic noise.

Vector directional smoothing [161] was found to be an efficient approach for this purpose. Its

underlying principle was adopted to compute the Local Common Vector (LCV) as a representation

of a pixel neighbourhood.

Other noise can be introduced at the printing stage where subtle temporal inconsistencies usually

occur. Further, temporal variations in the imaging system can also contribute to intra-class differ-

ences. Thus, more robust colour features, other than RGB alone, are necessary to characterise the

colour shade. Decorrelating the image channels using PCA, as demonstrated in Figure 4.2, clearly

revealed that the noise appeared in horizontal and vertical lines. Thus, median filtering is more

appropriate than averaging. However, for vector-valued data, colour images, vector median has

proved more effective than scalar median (in each individual channel) as vector median can not

only remove outliers but also preserve edges in colour images [161]. In the next section, we use
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vector directional processing to reduce the chromatic noise effect. However, on its own it is still

not sufficient to distinguish subtle colour shade differences (this will be illustrated in section 4.4).

In this work, LCV is used as the local salient chromatic feature, along with local statistics and pixel

RGB colours themselves as an overall colour shade feature vector for colour shade inspection.

Next, the procedure for performing vector directional processing and obtaining the LCV is pre-

sented.

4.2.2 Vector directional median and LCV

Following the work in [161], as shown in Figure 4.3, a colour is represented as a vector in the 3

dimensional RGB space with the three primaries, R, G, and B, defined by the axes. The triangular

plane connecting the three primaries in the RGB cube is known as the Maxwell triangle. The

intersection point of a colour vector with the Maxwell triangle, marked as “×” in Figure 4.3, gives

an indication of the chromaticity of the colour, i.e. its hue and saturation, in terms of the distance

of the point from the vertices of the triangle [135]. As the position of the intersection point only

depends on the direction of the colour vector, and not the magnitude, the direction then represents

the chromaticity. The angle between any two colour vectors, e.g. between f1 and f2 in Figure

4.3, represents the chromaticity difference between them. So, the directional median of the set of

vectors f1, f2, ..., fn within a window on the image can be considered as the vector that minimises

the sum of the angles with all the other vectors in the set. The median is insensitive to extremes; as

the vector direction (chromaticity) determines the colour perception, the noise due to the imaging

system can be approximately suppressed using this median vector.

Let I : R2 →Rm be the image, a map from a continuous plane to the continuous spaceRm. For a

colour image, m = 3. A window W ∈ Rm with a finite number of pixels is implied in calculating

the directional median. The pixels in the processing windowW are denoted as {ci, i = 1, 2, ..., n}.
The element f(ci), hereafter referred to as fi for convenience, is an m-dimensional vector in the

space ofRm. Thus the vectors in W define the input set {fi, i = 1, 2, ..., n}. Let αi be the sum of

the angles between the vector fi and each of the vectors in the set. Then,

αi =
n∑

j=1

A(fi, fj), i = 1, 2, ..., n, (4.1)

where 0 ≤ A(fi, fj) ≤ π/2 specifies the angle between vectors fi and fj in a colour image.

Generally, 0 ≤ A(fi, fj) ≤ π, but in the case of colour images, 0 ≤ A(fi, fj) ≤ π/2. Then, the

ascending order of all the αs gives

α(1) ≤ α(2) ≤ ... ≤ α(k) ≤ ... ≤ α(n). (4.2)
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Figure 4.3: Perspective representation of the RGB colour cube.

The corresponding order of the vectors in the set is given by

f (1) ≤ f (2) ≤ ... ≤ f (k) ≤ ... ≤ f (n). (4.3)

The first term in (4.3) minimises the sum of the angles with all the other vectors within the set and

is considered as the directional median. Meanwhile, the first k terms in (4.3) constitute a subset

of colour vectors which have generally the same direction. In other words, they are similar in

chromaticity, but they can be quite different in brightness, i.e. magnitude. Thus, the vector with

median magnitude, as suggested in [161], can be selected as the LCV:

f = arg min
f (i)

k∑
j=1

|(|f (i)| − |f (j)|)|. (4.4)

The value of k for the number of terms was empirically chosen as W
2 . Alternatively, an adaptive

method [160] can be used to determine its value. Thus, the LCV is computed in a sliding local

window to smooth the image.

However, if the first k terms are also similar in brightness, the vector closest to f(1) needs to be

chosen. Thus, this concept is extended by considering the first k terms f(i), i = 1, 2, ..., k, (i.e. the

ones with closest directionality to the median), and defining a simple measure so that the difference

between any pair of vectors in the set is computed as

|(|f (i)| − |f (j)|)|+ min(|f (i)|, |f (j)|)A(f (i), f (j)), (4.5)
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Figure 4.4: Refined LCV selection - (a) and (b) show two clusters of vectors with
similar directionalities; (c) and (d) show the selected LCVs (in red) according to [161];
(e) and (f) show the selected LCVs (in red) using the proposed method.

Thus, when the magnitudes vary significantly in the subset f(i), i = 1, 2, ..., k, the first term of

(4.5) will dominate and the vector of median brightness will be selected. On the other hand, if the

vectors in the subset have similar brightness, the second term of (4.5) will help select the LCV

vector as the vector that has the least sum of chromaticity differences to other vectors. Figure 4.4

shows two clusters of vectors with similar chromaticities (directions). Median magnitude based

selection will result in two vectors (as indicated in red) in Figure 4.4(c) and 4.4(d). The pro-

posed combination of magnitude and directionality selection using (4.5) achieves a more accurate

representation (as shown in Figure 4.4(e) and 4.4(f)).

For computational efficiency, the median magnitude only approach of [161] was used here as it

was found to provide adequate accuracy for our application at lower costs. An example of this

is shown in Figure 4.5. The LCV will also be used as a component of the colour feature vector

applied to shade comparison as detailed in the next section.

4.2.3 Distribution comparison in eigenspace

Comparing global colour distributions between a reference tile and an unseen tile alone is not

always enough, as subtle variations may be absorbed in the colour histograms. The evaluation of

local colour distribution becomes a necessity.

Setting up the Reference - A reference tile is selected using a simple voting scheme (details

in section 4.4). For any pixel ci with its colour vector fi, its brightness is represented by the

magnitude |fi|, and its direction (chromaticity) is determined by the two angles βi and γi (that it

makes with two of the axes in the RGB cube as shown in Figure 4.3). Thus, a nine-element colour
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Figure 4.5: Vector directional smoothing using a 5 × 5 window - top row: original tile
image and its smoothed version; bottom row: enlarged patches (marked in white from
the top row) showing detail of the smoothing effect.

feature vector can be set up:

ui = [|fi|, βi, γi, |fi|0, β0
i , γ

0
i , σ

|fi|, σβ
i , σ

γ
i ]T , (4.6)

comprising the magnitude and directions of the colour pixel itself, its LCV denoted as (|f |0, β0, γ0),
and the variances of the local colours in brightness (σ|f |i ) and chromaticity (σβ

i , σ
γ
i ) measured

against the LCV. The basis for this representation is that it is designed to encapsulate the local

information at pixel-level which in turn can be used in a global multi-dimensional histogramming

framework for the entire image.

Next, PCA is performed to determine a reference eigenspace for a reference “image” with each

pixel represented by the feature vector ui. Let U be the feature matrix containing q p-dimensional

vectors, which are feature vectors derived from the colour tile image. Let w and h specify the

dimensions of the image. Then q = w × h, and p is the dimension of the feature space. Let

ū = 1
q

∑
u∈U u be the mean vector of U. The feature matrix U is then mean-centred by deducting

the mean vector ū. Singular Value Decomposition (SVD) [80] can be used to obtain the matrix of

eigenvectors given as E = [e1, e2, ..., ep] ∈ Rp×p. The columns of E are arranged in descending

order corresponding to the eigenvalues ωi, i = 1, 2, ..., p. Only j, j < p, eigenvectors with the

largest eigenvalues are needed to represent U to a sufficient degree of accuracy determined by a
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simple threshold T ,

T =
∑j

i=1 ωi∑p
i=1 ωi

, (4.7)

with corresponding eigenvectors, Ej = [e1, e2, ..., ej ]. The threshold T is usually empirically

selected so that statistically significant features are retained. Thus, the resulting number of eigen-

vectors j is different from one type of texture to another. The subset thresholded with T is referred

to as the reference eigenspace Φū,Ej , where the colour features are well represented and surfaces

with the desired shade should have a similar distribution. Characteristics not included in Φ̄u,Ej

are small in variation and likely to be redundant noise.

Colour feature comparison is now possible in this eigenspace for unseen tiles. The reference setup

is completed by projecting the original feature matrix U onto the reference eigenspace Φ̄u,Ej (see

examples later in Figures 4.7, 4.8, and 4.9):

U′ =
−−−→
PCA(U,Φū,Ej) = ET

j (U− ūJ1,q), (4.8)

where J1,q is a 1× p unit matrix consisting of all 1s, resulting in U′ = {u′
i ∈ Rj, i = 1, 2, ..., q}.

Also, the tile image can be reconstructed from this eigenspace through backward projection of a

matrix U′ ∈ Φū,Ej onto the original feature space:

Û =
←−−−
PCA(U′,Φū,Ej) = EjU′ + ūJ1,q. (4.9)

Verifying Unseen Surfaces - For an unseen tile image, the same feature extraction procedure is

performed to obtain the colour feature matrix V. However, V is then projected onto the reference

eigenspace Φū,Ej , resulting in V′, i.e.

V′ =
−−−→
PCA(V,Φū,Ej ). (4.10)

Note PCA is not performed on Y . This projection provides a mapping of the new tile in the refer-

ence eigenspace where defects will be expected to stand out. Finally, multidimensional histogram

comparison is performed to measure the similarity between U′ and V′ in the reference eigenspace

Φū,Ej . In [15], Boukouvalas et al. found that for comparing distributions of such kind the Nor-

malised Cross Correlation (NCC) measure performs best as it is bounded in the range [−1..1] and

easily finds partitioning which assigns only data with acceptable correlation to the same class. For

pairs of quantities (u′
i,v

′
i), i = 1, 2, ..., n, then,

NCC =
∑

i(u
′
i − ū′)(v′

i − v̄′)√∑
i(u

′
i − ū′)2

√∑
i(v

′
i − v̄′)2

, (4.11)
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Figure 4.6: Flow chart of proposed method.

where ū′ and v̄′ are the respective means. The NCC represents an indication of what residuals

are to be expected if the data are fitted to a straight line using least squares. When a correlation

is known to be significant, NCC lies in a pre-defined range and the partition threshold is easy to

choose.

Direct multidimensional histogram comparison is computationally expensive, however for tile

images, the data usually only occupies a small portion of the feature space. Thus, only those bins

containing data are stored in a binary tree structure as shown in Figure 2.6 in Chapter 2.

4.3 Method Summary and Comments

The method presented is now summarised with the aid of Figure 4.6. The whole procedure com-

prises two stages: a training stage and a testing stage. The goal of the training stage (see top

section of Figure 4.6) is to select the best representative of all the training images whose corre-

sponding eigenspace and multidimensional histogram is treated as the reference data in the testing

stage. The inspection starts with the selection of a reference tile using a voting scheme. First, a

small number of good samples are each treated as a reference tile and compared with each other.

Vector directional processing (as detailed in section 4.2.2) is used to compute the LCV. Then a

nine element feature vector is extracted for each pixel, followed by PCA. Those eigenvectors with

the largest eigenvalues (thresholded using T ) are used to form the reference eigenspace. Colour

features are then projected into this eigenspace as in (4.8), which results in a multidimensional
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histogram for each tile image. Normalised cross correlation is performed to examine the similar-

ity. Thus, for each tile image, a similarity measure is obtained, quantified by NCC , against each

of the other tile images in the training set. The one with the least sum of NCC measures will be

treated as the “golden sample”.

This entire process is illustrated in the top section of Figure 4.6 resulting in

Iref = arg min
Ii

∑
NCC, (4.12)

where Iref is the selected reference image. In a practical scenario, this stage would be carried out

on the first few good tiles manually selected on the production line. It also allows a threshold on

the NCC value to be chosen to classify normal/abnormal colour shades. Let RNCC denote the

NCC value range for the reference tile. Then the threshold is selected as TNCC = 1 − γRNCC .

Here, γ was empirically chosen as 1.2. Alternatively, if a relatively larger number of training

samples are available, the threshold can be TNCC = µNCC − γσNCC where (µNCC , σNCC) are

the mean and standard deviation of the NCC values for the reference tile, and γ = 2 or 3 in

common practise.

The selection of the reference eigenspace is important. The selected reference eigenspace should

not only represent the chromatic features of defect-free samples very well, but also be able to pro-

duce compact feature distributions for all training samples so that defective samples can be effec-

tively detected. In other words, the NCC values for all training samples in this eigenspace should

fall in a compact region close to 1. The selection process as described above ensures the selected

eigenspace is the best representation in this context from all available individual eigenspaces. In

fact, it can be viewed as the median eigenspace with respect to NCC measurement. One may

obtain an eigenspace by projecting all the training images into the feature space followed by di-

mensionality reduction using PCA. The resulting eigenspace is then is likely more sensitive to

outliers. Thus, there is no guarantee that this eigenspace will result in a compact distribution of

NCC scores. On the other hand, the proposed scheme explicitly searches for an eigenspace that

produces a compact NCC distribution of training samples and yet models the whole variations in

the training set.

The lower section of Figure 4.6 illustrates the testing stage, in which at first the LCV and feature

vector of an unseen, novel tile image are extracted as in (4.6). These features are then projected

into the reference eigenspace derived from the “golden sample” using (4.9). Finally, the NCC

measure can be applied as an indication of the similarity between the test image and the reference,

which is then used in comparison to TNCC to classify the tile.

For comparison, and to demonstrate the function of equations (4.8) and (4.9), the tile image can be

reconstructed by mapping the colour features in the eigenspace back to the RGB space. Taking the
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Figure 4.7: Image reconstruction - top: the original image, its reconstruction, and their
MSE difference - bottom: the three eigenchannels of the reconstructed tile. The last
channel shows texture structure, instead of being dominated by noise (cf. Figure 4.2).

leftmost image in Figure 4.1 as the reference image providing U′, the reconstructed colour features

are Û =
←−−−
PCA(U′,Φū,Ej ). Then taking the first three feature elements [|fi|, βi, γi]T , converting

to RGB representation [ri, gi, bi]T , and mapping back to the image domain gives the reconstructed

tile image, as shown in Figure 4.7(top-centre) along with the Mean Square Error (MSE) between

the original and the reconstructed images, in Figure 4.7(top-right). This clearly shows the noise

associated with the less significant eigenvalues. Next, noise analysis in the reconstructed image

is performed (as in Section 4.2.1 and in Figure 4.2) showing that its third channel is much less

noisier (bottom row of Figure 4.7). The reconstruction shows that reliable, salient colour features

are obtained by the proposed method.

Figure 4.8 shows another example of a different type of tile pattern, which has a little less intensity

variation and a bit more chromatic variation than the running example case used so far. The

first row shows a good sample that is a reference tile U, the reconstructed image Û which is

projected back from its own (reference) eigenspace Φū,Ej , and the reconstruction MSE error map,

respectively. The second row shows the three eigenchannels of the original tile image. The textural
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Figure 4.8: Another example of tile image - top row: The original tile image, the
reconstructed tile image, and the difference between them using MSE - middle row: the
three eigenchannels of the original tile image - bottom row: the three eigenchannels of
the reconstructed tile image.
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Figure 4.9: Reconstruction of an off-shade tile image - top row: The original off-shade
tile image, the reconstructed tile image based on an eigenspace derived from a normal
shade tile image, and the difference between them using MSE - middle row: the three
eigenchannels of the original off-shade tile image - bottom row: the three eigenchannels
of the reconstructed tile image.
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Table 4.1: Testing results of colour histogram methods (values are %s)
Tile RGB Colour Space
Type specificity sensitivity accuracy

1 93.8 96.9 95.8
2 90.0 95.0 93.3
3 95.0 95.0 95.0
4 90.0 87.5 88.3
5 93.8 84.4 87.5
6 90.0 80.0 83.3
7 90.0 87.5 88.3
8 80.0 72.5 75.0

Overall 90.1 87.2 88.2

information of the last eigenchannel is swamped by the image noise. However, the eigenchannels

of the reconstructed tile image, shown in the last row, clearly exhibit the textural structure in less

noisy detail.

The tile image shown in Figure 4.9 is in fact an off-shade defect case of the normal shade example

in Fig 4.8. The reconstruction, shown in the top-centre, is based on the reference eigenspace Φ̄u,Ej

derived from the reference tile image in Fig 4.8, i.e. V̂ =
←−−−
PCA(V′,Φū,Ej). It is evident that the

eigenchannels of the reconstructed tile image are much less consumed by image noise. However,

its distribution in the nine-dimensional feature space differs from that of the reference tile image.

Thus the NCC measure stands a good chance in discriminating the difference.

4.4 Implementations and Results

The COLSHADE dataset comprised eight tile types, totalling 456 tiles, with known groundtruth

obtained from manual classification by experts. Within each set, one-third of the tiles were stan-

dard colour shade and two-thirds off-shade (see Chapter 3 for more details). The proposed method

was compared with a standard histogram-based method, with and without using vector directional

preprocessing. The L∗a∗b∗ colour histogram was also investigated. Results were quantified us-

ing specificity to show how accurately good tiles are classified, sensitivity to show how accurately

defective tiles are classified, and accuracy as the correct classification rate of all tiles. The mathe-

matical definitions of specificity, sensitivity, and accuracy are given in Chapter 2.

The inspection started with the selection of a reference tile using a voting scheme amongst the best

of the first few tiles in the production run (visually confirmed to be of high quality) as described in

Section 4.3. The threshold TNCC was chosen during this process as the criteria for colour shade

variation.
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Table 4.2: Testing results of colour histogram methods in L∗a∗b∗ space (values %s)
Test L∗a∗b∗ Colour Space

Num. specificity sensitivity accuracy

1 93.8 96.9 95.8
2 95.0 92.5 93.3
3 95.0 92.5 93.3
4 90.0 90.0 90.0
5 93.8 84.4 87.5
6 80.0 85.0 83.3
7 95.0 82.5 86.7
8 85.0 70.0 75.0

Overall 90.8 85.2 87.9

Table 4.3: Testing results of vector directional smoothing (values are %s)
Tile Window size: 3× 3 Window size: 5× 5
Type specificity sensitivity accuracy specificity sensitivity accuracy

1 100 96.9 97.9 100 100 100
2 95.0 95.0 95.0 95.0 95.0 95.0
3 100 97.5 98.3 100 97.5 98.3
4 100 80.0 86.7 85.0 92.5 90.0
5 93.8 87.5 89.6 93.8 87.5 89.6
6 90.0 90.0 90.0 95.0 90.0 91.7
7 95.0 92.5 93.3 85.0 92.5 90.0
8 80.0 72.5 75.0 80.0 75.0 76.7

Overall 94.1 88.8 90.6 91.5 91.1 91.2

Tile Window size: 7× 7 Window size: 9× 9
Type specificity sensitivity accuracy specificity sensitivity accuracy

1 100 96.9 97.9 100 96.9 97.9
2 95.0 95.0 95.0 95.0 95.0 95.0
3 100 95.0 96.7 100 95.0 96.7
4 85.0 92.5 90.0 70.0 100 90.0
5 87.5 87.5 89.6 87.5 87.5 87.5
6 95.0 90.0 91.7 95.0 90.0 91.7
7 85.0 92.5 90.0 85.0 92.5 90.0
8 75.0 75.0 75.0 75.0 77.5 76.7

Overall 90.1 90.5 90.4 88.2 91.8 90.6

The results of four experiments were compared. In the first, named experiment RGB, the work by

Boukouvalas et al. [15] was followed. In the second, the same experiment was carried out, but the

L∗a∗b∗ colour space was used instead of the RGB colour space. This experiment thus was called

LAB. Next, in the third experiment, the first experiment was repeated but this time with vector

directional smoothing. Colour shade inspection was then based on features extracted from vector



4.4 IMPLEMENTATIONS AND RESULTS 63

Table 4.4: Testing results of comparison in feature eigenspace (values are %s)
Tile Window size: 3× 3 Window size: 5× 5
Type specificity sensitivity accuracy specificity sensitivity accuracy

1 100 100 100 100 100 100
2 95.0 97.5 96.7 100 95.0 96.7
3 100 95.0 96.7 100 97.5 98.3
4 95.0 92.5 93.3 90.0 95.0 93.3
5 100 96.9 97.9 93.8 100 97.9
6 95.0 92.5 93.3 90.0 92.5 91.7
7 95.0 90.0 91.7 95.0 92.5 93.3
8 85.0 82.5 83.3 85.0 82.5 83.3

Overall 95.4 93.1 93.9 94.1 94.1 94.1

Tile Window size: 7× 7 Window size: 9× 9
Type specificity sensitivity accuracy specificity sensitivity accuracy

1 100 100 100 100 100 100
2 95.0 97.5 96.7 95.0 97.5 96.7
3 100 100 100 100 100 100
4 95.0 90.0 91.7 95.0 90.0 91.7
5 93.4 100 97.9 93.8 100 97.9
6 95.0 92.5 93.3 85.0 97.5 93.3
7 95.0 90.0 91.7 95.0 90.0 91.7
8 85.0 90.0 88.3 80.0 90.0 86.7

Overall 94.7 94.7 94.7 92.8 95.4 94.5

representations. This experiment was named VDS. In the final experiment, called ESF, the full

proposed method was applied using eigenspace features. The selection of template samples, the

training and testing stages for all four experiments were the same as described in Section 4.2.3.

Experiment RGB: First, an RGB colour histogram based method similar to that described in [15]

was performed. The colour images were projected from the image plane into the RGB space to

produce the 3D histogram. For efficiency, each bin of the histogram was converted into a unique

integer so that the 3D histogram could be economically stored in a binary tree. Thus the experiment

from [15] was recreated here for comparative purposes. Table 4.1 shows the results of the RGB

colour histogram based method, providing an average accuracy of 88.2%.

Experiment LAB: Other colour spaces were also considered. The L∗a∗b∗ colour space was

particularly chosen as it can achieve perceptual uniformity and is popularly used. Table 4.2 shows

the results of tonality inspection in the L∗a∗b∗ colour space, where histogram comparison was

not as good as in the RGB colour space, with an average of 87.9%. This was mainly because

the a and b chromatic channels were influenced by image noise. Also, the main characteristic

of transforming into L∗a∗b∗, perceptual uniformity, was no longer advantageous in distribution
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Figure 4.10: Testing results using eigenspace features with various window sizes.

comparison as no distance measurements were taking place.

Experiment VDS: In this experiment, vector directional smoothing was applied, and the (|fi|, βi, γi)
representation of the colour pixel was used as colour tonality feature. Hence, the global histogram

comparison is based on the distribution of magnitudes and vector directions. The results are pre-

sented in Table 4.3. Different window sizes were tested, from 3× 3 to 9× 9 with the best results

achieved using a window size of 5× 5 at 91.2% accuracy. However, it is notable that each texture

has its own optimum window size due to different texture characteristics, such as coarseness. An

improvement of 3.0% with window size 5 × 5 was achieved on the RGB experiment. Smoothing

the colour images proved to be beneficial as it decreased the negative effects introduced by noise

in chromaticity.

Experiment ESF: In the last experiment, when the full 9D feature vector was used and the pro-

posed method was implemented in full, significantly better tonality defect detection results were

obtained as shown in Table 4.4. By incorporating the local colour information and comparing the

dominant colour features using a high dimensional histogram based method, an overall accuracy

of 94.7% was achieved using a 7×7 window. In comparison to [15], this signifies an improvement

of 6.5% in overall accuracy with window size 7× 7 on our dataset.

Figure 4.10 shows a plot of the results of the proposed method using different window sizes. Since

the textures in the different tile types are of various nature in terms of coarseness and density,

clearly each performs better with a particular window size. Here it is concluded that on average,

and in the interest of computational costs, a window size of 3× 3 can be employed at all times.

The results of tile set 8 were consistently lower than those of others for all the four experiments.

This is due to the nature of the texture printed on these tiles which have slightly larger intra-class

variations. Using multiple “golden samples” may further improve the performance.
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Figure 4.11: Colour tonality results comparison - A graphical plot of testing results
using RGB colour histogram (RGB), L∗a∗b∗ colour space (LAB), vector directional
smoothing (VDS), and eigenspace features (ESF).

Figure 4.11 shows performance comparison between the RGB and L∗a∗b∗ colour histogram based

methods, vector directional smoothing only, and the full proposed method. Smoothing the data

proved beneficial. The proposed method consistently outperformed the rest across all the tile

images.

For practical implementation the inspection needs to run at approximately 1 second/tile depend-

ing on the size of the tile. Currently, the bottleneck in the system is in the LCV computation.

Optimised 3D histogramming using ordered binary trees requires just less than 1 second per

1000 × 1000 pixel tile. The proposed method requires a computational time in the order of 20

seconds/tile at present: 0.98 seconds for its histogramming, 18 seconds for LCV computation and

smoothing, and 0.94 seconds for NCC computation. This was computed on an AMD Athlon XP

Processor (1.4GHz) with 512M memory. However, the computation time can be greatly reduced

using dedicated hardware and optimised software, e.g. we project that by implementing the accel-

erating coding scheme mentioned in [160], the computational costs for finding the LCV in a 7× 7
window can result in a saving of 82% without compromising accuracy.

4.5 Conclusions

An automatic colour tonality defect detection algorithm for randomly textured surfaces was pre-

sented. The shade problem is defined here as visual perception in colour, not in texture. The

image noise, introduced by the imaging system, was revealed through eigenchannel analysis and

was found mainly to affect the chromatic channels. For colour tonality inspection, the differ-

ence between images is very subtle and comparison in the noise dominated chromatic channels
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is error prone. Vector-ordered colour smoothing was performed and a localised feature vector at

each pixel position was extracted as a new representative colour feature. The resulting histogram

represented an encapsulation of local and global information. PCA was performed on this multi-

dimensional feature space of an automatically selected reference image to obtain reliable colour

shade features, resulting in a reference eigenspace. Then unseen product images were projected

onto this eigenspace and compared for tonality defect detection using histogram comparison. The

chromatic channels of the reconstructed image were found to be much less dominated by noise.

The proposed method was compared and evaluated on a data set with groundtruth. A window size

as small as 3 × 3 gave an overall accuracy of 93.9%. However, the increase in accuracy comes

at a computational cost which is hoped will be overcome through more optimised code and faster

hardware. The proposed method should be applicable to other flat colour textured surfaces where

the tonality issue is of importance, for example, wood and textiles.



Chapter 5

DEFECT DETECTION USING LOCAL

CONTEXTUAL ANALYSIS

5.1 Introduction

Detecting textural defects is concerned with identifying regions that deviate from normal samples

according to certain criteria, e.g. pattern regularity or colour. As mentioned earlier in Chapter 1,

this detection process should be viewed differently to (a) texture segmentation, which is concerned

with splitting an image into homogeneous regions, and (b) texture classification, in which texture

classes are pre-defined. Neither the normal regions nor the defective regions have to be texturally

uniform. For example, a surface may contain totally different types of defects which are likely

to have different textural properties. On the other hand, a defect-free sample should be processed

without the need to perform “segmentation”, no matter how irregular and unstationary the texture.

The detailed review in Chapter 2 pointed out that filter bank based approaches have been widely

used in texture analysis and textural defect detection. In particular, Gabor filters have been applied,

as for example shown in [49, 83, 113, 165], due to their ability to analyse texture by achieving

optimal joint localisation in the spatial and frequency domains.

However, the supremacy of filter bank based methods for texture analysis have been challenged by

several authors. They advocate that by examining the distribution of local measurements, textures

with even global structures can be discriminated. Some examples of such works, already touched

on or described in Chapter 2, are now mentioned again in support. In [176], Varma and Zisser-

man argued that a large variety of signals (e.g. textures) can be analysed by just looking at small

neighbourhoods. They used 7× 7 patches to generate a texton based representation and achieved

67
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better performance than the filtering based methods they compared against when classifying ma-

terial images from the Columbia-Utrecht database. In [122], Ojala et al. also advocated the use of

local neighbourhood processing in the shape of local binary patterns as texture descriptors. These

generate a binary code that characterises the local texture pattern by thresholding a neighbour-

hood by the graylevel value of its centre. Other works based on local pixel neighbourhoods are

those which apply MRF models. For example in [34], Cohen et al. [34] partitioned testing im-

ages into non-overlapping sub-blocks. Each image block was inspected based on statistics derived

from defect-free samples using Gaussian Markov Random Fields (GMRF). In [123], the authors

showed that MRF based methods were competitive in a comparative study against other statistical

and spectral based methods in defect detection. Jojic et al. [70] defined the epitome as a minia-

ture, condensed version of an image containing the constitutive elements of its shape and textural

properties needed to reconstruct the image. The epitome also relies on “raw” pixel values to char-

acterise textural and colour properties rather than popular filtering responses. An image is defined

by its epitome and a smooth, hidden mapping from the epitome to its image pixels.

Local contextual analysis has also been applied in visual inspection. Chetverikov and Hanbury

[30] argued that regularity (periodicity) and anisotropy (local orientation) were two of the fun-

damental structural properties of the visual world. The authors examined the periodicity of the

autocorrelation function in polar representation of a texture image as a measurement of pattern

regularity, and computed the dominant local orientation based on the image gradient. They applied

these two measurements to detecting local structural defects in textures with strong displacement

rules, such as textiles and webs. In [79], Kittler et al. used blob analysis in image stacks, gen-

erated from colour clustering, and morphological processing to identify defective regions. Blobs

from training samples were statistically measured as local structural properties. Regions in testing

samples with measurements deviating from known distributions were then classified as defective.

Recently, Kumar [81] directly used local pixel neighbourhoods to classify textile defects.

Inspired by the success of non-filtering local neighbourhood approaches for both general texture

analysis and defect detection, in this chapter new approaches to detecting and localising defects in

random textured surfaces are presented. The methods proposed here support the assertion made

by the above works on the reliability of local contextual representation for texture analysis. The

emphasis to defect detection is shifted in particular. Firstly, in Section 5.2, a novel semi-parametric

texem model is introduced as a two layer generative model for graylevel image representation. This

shown to be a suitable tool in texture defect inspection within a novelty detection framework which

eliminates the need for lengthy training stages particularly when the range of defects are unknown.

Next, in Section 5.3, the work is extended to detect defects in randomly textured colour surfaces.
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5.2 Texture Exemplars for Defect Detection on Random Texture

A new approach to detecting defects in random textures is presented which requires only a very

few defect-free samples for unsupervised training. We propose each product image is divided

into overlapping patches of various sizes. Then, density mixture models can be applied to reduce

groupings of patches to a number of textural exemplars, referred to here as texems, characterising

the means and covariances of whole sets of image patches. Through a process of Expectation

Maximisation (EM), the maximum likelihood estimate of the mixture density parameters can be

found. The texems are generated using multiscale analysis to reduce the computational costs.

Finally, novelty detection is performed by applying the lower bound of normal samples data like-

lihoods on the multiscale defect map of an image under inspection to localise defects.

In Sections 5.2.1 to 5.2.4, the proposed method is presented, including the learning of texems, the

multiscale approach, and the novelty detection stage. Section 5.2.5 presents a brief overview of

the texem model and its relationship to other texture analysis techniques, namely the texton and

epitome models. Experimental results are given in Section 5.2.6. Section 5.2.7 concludes this

section and points to the further development of this method and its extension to deal with colour

images.

5.2.1 The texem model

In an application such as ceramic tile production, the images under inspection may appear dif-

ferent from one surface to another due to the random texture patterns involved. However, the

visual impression of the same product line remains consistent. In other words, there exist textural

primitives that impose consistency within the product line. Figure 5.1 shows several example tile

images from the same class (or production run) decorated with a marble-like texture. Each tile has

different features on its surface, but they all still exhibit a consistent visual impression. One may

collect enough samples to cover the range of variations and this approach has been widely used in

texture classification and defect detection, e.g. for textile defects in [81]. It usually requires a large

number of non-defective samples and lengthy training stages. This is not necessarily practical in

a factory environment.

Instead of the traditional supervised classification approach, we learn, in an unsupervised fashion,

textural primitive information from a very small number of training samples. These representa-

tions are named texture exemplars or texems. They occur at various sizes and encapsulate the

texture or visual primitives of a given image. Similar to the work in [70], each surface texture is

considered to be produced by putting together a certain number of sub-image patches of various
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Figure 5.1: Example marble tiles from the same family whose patterns are different but
visually consistent.

sizes, possibly overlapped. As the images of the same product contain the same textural elements,

one product image can be generated from the patches extracted from other images. Thus, for a

few given samples a large number of patches of various sizes can be obtained (which can in turn

generate a large set of new images with the same visual impression). However, it is computa-

tionally prohibitive to perform defect detection based on such a large number of patches. Also,

the patches themselves contain lots of redundant information. The number of patches can be re-

duced by learning a relatively small number of primitive representatives, i.e. texture exemplars or

texems.

Next, a two-layer generative model is presented, in which an image at the first layer is assumed

to be generated by superposition of a small number of image patches of various sizes from the

second layer with added noise at each pixel position. These various size image patches along with

their variances are called texems. The generation process can be naturally modelled by mixture

models with a bottom-up procedure.

5.2.2 Learning texems

In this section, the process of extracting texems from a single sample image is detailed with each

texem containing some of the overall textural primitive information. For graylevel images, a Gaus-

sian mixture model is used to obtain the texems in a simple and efficient manner. In brief, a

defect-free image is broken down into overlapping patches of various sizes and group similar

sized patches into a multidimensional space, dependent on the patch size, and describe the clus-

ters found using a Gaussian mixture model. The representative texture exemplars are then learnt

through an EM algorithm applied on the mixture density parameters. Then, as we are interested in

localising the defective regions, a small patch at each pixel position of an unseen image is extracted

and classified using the set of texems obtained at the training stage.

Each texem, denoted as m, is defined by a mean, µ, and a corresponding covariance matrix, ω,

i.e. m = {µ,ω}. The original image I is broken down into a set of P patches Z = {Zi}Pi=1, each
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containing pixels from a subset of image coordinates. The shape of the patches can be arbitrary,

but in this study square patches of size d = N ×N is used. The patches may overlap and can be

of various sizes, e.g. as small as 5× 5 to as large as required (however, for larger window size one

should ensure there are enough samples to populate the feature space). We assume that there exist

K texems, M = {mk}Kk=1,K � P , for image I such that each patch in Z can be generated from

a texem. In other words, the original image I can be reconstructed by the texems with a certain

reconstruction error.

To learn these texems the P patches are projected into a set of high dimensionality spaces. The

number of these spaces is determined by the number of different patch sizes and their dimensions

are defined by the corresponding value of d. Each pixel position in a patch contributes one coor-

dinate of a space. Each point in a space corresponds to a patch in Z. Then each texem represents

a class of patches in the corresponding space. Each class is considered as a multivariate Gaus-

sian distribution with mean µk and covariance matrix ωk, which corresponds to mk in the spatial

domain. Thus, the probability for patch Zi given that it belongs to the kth texem mk, is:

p(Zi|mk) =
1√

(2π)d|ωk|
exp{−1

2
(Zi − µk)

T ω−1
k (Zi − µk)}. (5.1)

Since all the texems mk are unknown, we need to compute the density function of Zi given the

parameter set θ by applying the definition of conditional probability and summing over k,

p(Zi|θ) =
K∑

k=1

p(Zi|mk)αk, (5.2)

where θ = {αk,µk,ωk}Kk=1 is the graylevel texem parameter set containing αk, which is the

prior probability of the kth texem constrained by
∑K

k=1 αk = 1, the mean µk, and the covariance

ωk. Then, deriving the parameters through optimising the data log-likelihood expression of the

entire set Z, given by

log p(Z|K, θ) =
P∑

i=1

log p(Zi|θ) =
P∑

i=1

log(
K∑

k=1

p(Zi|mk)αk). (5.3)

Hence, the objective is to estimate the parameter set θ for a given number of texems. The EM [45]

technique can be used to find the maximum likelihood estimate of the mixture density parameters

from the given dataset Z for all K texems. That is to find θ̂ where

θ̂ = arg max
θ

log(L(θ|Z)) = arg max
θ

log p(Z|K, θ). (5.4)
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EM can be derived in many different ways, such as the missing data approach or lower bound

maximisation. We derive the algorithm by treating the given data as incomplete, closely following

[10]. A more detailed description of the EM algorithm can be found in Appendix A (this also

serves as the basis for the proposed mixture model later in Chapter 6). The two steps of the EM

stage are as follows. The E-step involves a soft-assignment of each patch Zi to texems, M, with

an initial guess of the true parameters, θ. This initialisation can be set randomly, although K-means

is used to compute a simple estimate with K set as the number of texems to be learnt. The value

of K can be determined empirically, or optimised based on a certain objective function which is

discussed later in Chapter 6, Section 6.4. The intermediate parameters are denoted as θ(t), where

t denotes the iteration step. The probability that patch Zi belongs to the kth texem may then be

computed using Bayes rule:

p(mk|Zi, θ
(t)) =

p(Zi|mk, θ
(t))αk∑K

k=1 p(Zi|mk, θ(t))αk

. (5.5)

The M-step then updates the parameters by maximising the log-likelihood function as given in

(5.4). The new estimates are denoted by α̂k, µ̂k, and ω̂k:

α̂k =
1
P

P∑
i=1

p(mk|Zi, θ
(t)),

µ̂k =
∑P

i=1 Zip(mk|Zi, θ
(t))∑P

i=1 p(mk|Zi, θ(t))
, (5.6)

ω̂k =
∑P

i=1(Zi − µ̂k)(Zi − µ̂k)T p(mk|Zi, θ
(t))∑P

i=1 p(mk|Zi, θ(t))
.

The E-step and M-step are iterated until the estimations are stabilised or the rate of improvement

of the likelihood falls below a pre-specified convergence threshold. Then, the texems can be easily

obtained by projecting the learnt means and covariance matrices back to the patch representation

space. Various sizes of texems can be used and they can overlap to ensure they capture sufficient

textural characteristics.

Figure 5.2 illustrates twelve 5 × 5 texem means extracted from one of the images shown in Fig

5.1. They are arranged, from top-left to bottom-right, according to their decreasing order of priors

αk.
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Figure 5.2: Twelve 5× 5 texem means extracted from the top-left image in Figure 5.1.
(Images are enhanced for better visualisation.)

5.2.3 A simple multiscale approach

In order to capture sufficient textural properties, texems can be from as small as 3 × 3 to larger

sizes such as 20 × 20. However, the dimension of the space patches Z are transformed into will

increase dramatically as the dimension of the patch size d increases. This means that a very large

number of samples and high computational costs are needed in order to accurately estimate the

probability density functions in very high dimensional spaces, [152], forcing the procurement of a

large number of training samples.

Instead of generating variable-size texems, fixed size texems are learnt in multiscale. This will

result in (multiscale) texems with a very small size, e.g. 5× 5. Besides computational efficiency,

exploiting information at multiscale offers other advantages over single-scale approaches. Char-

acterising a pixel based on local neighbourhood pixels can be more effectively achieved by ex-

amining various neighbourhood relationships. The corresponding neighbourhood at coarser scale

obviously offers larger spatial interactions. Also, processing at multiscale excludes the selection

of one optimal resolution, which is often data dependent. A simple multiscale approach by using

a Gaussian pyramid is sufficient.

Let us denote I(n) as the nth level image of the pyramid, Z(n) as all the image patches extracted

from I(n), l as the total number of levels, and S↓ as the down-sampling operator. Then,

I(n+1) = S↓Gσ(I(n)), ∀n, n = 1, 2, ..., l − 1, (5.7)

where Gσ denotes the Gaussian convolution. The finest scale layer is the original image, I(1) = I.

We then extract multiscale texems from the image pyramid using the method presented in the

previous section except m has a fixed size. Similarly, let m(n) denote the nth level multiscale

texems and θ(n) the parameters associated at the same level, which will then be used for novelty

detection at the corresponding level of the pyramid.

During the EM process, the stabilised estimation of a coarser level is used as the initial estimation
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for the finer level, i.e.

θ̂(n,t=0) = θ(n+1). (5.8)

This helps speed up the convergence and achieve a more accurate estimation. Then, the probability

of a patch Z(n)
i belonging to texems in the corresponding nth scale is

p(Z(n)
i |θ(n)) =

K(n)∑
k=1

p(Z(n)
i |m(n)

k )α(n)
k , (5.9)

where θ(n) represents the parameter set for the level n, m(n)
k is the kth texem at the nth pyramid

level, and p(Z(n)
i |m(n)

k ) is a multivariate Gaussian distribution function as shown in (5.1) with

parameters associated to texem set, M.

5.2.4 Novelty detection

Once the texems are obtained from a single training image, the minimum bounds of normal sam-

ples in each resolution level can be worked out automatically in order to perform novelty detection.

A small set of defect-free samples (e.g. 4 or 5 only) are arranged within a multiscale framework,

and patches with the same texem size are extracted. The minimum probability of a patch Z(n)
i at

level n across the training images is treated as the lower bound of the data likelihood, denoted as

Λ(n):

Λ(n) = min(p(Z(n)
i |θ(n))), ∀ Z(n)

i ∈ Z(n), (5.10)

where p(Z(n)
i |θ(n)) is given by (5.9). Alternatively, a statistical parametric approach can be used

assuming that the likelihood value distribution is close to Gaussian or using clustering method to

separate the distribution into individual near-normal distributions, as opted for later in Chapter 6.

This completes the training stage in which with only a very few non-defective images, one can

determine the texems and an automatic threshold for marking new image patches as “defective”

or “defect-free”.

In the testing stage, the image under inspection is again layered into a multiscale framework and

patches at each pixel position (x, y) at each level n are examined against the learnt texems. The

probability for each patch is then calculated, p(Z(n)
i |θ(n)), and compared to the minimum data

likelihood, Λ(n), at the corresponding level. Let Q(n)(x, y) be the probability map at the nth
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resolution level. Then, the potential defect map, D(n)(x, y), at level n is:

D(n)(x, y) =

{
0 if Q(n)(x, y) ≥ Λ(n)

Λ(n) −Q(n)(x, y) otherwise.
(5.11)

The D(n)(x, y) indicates the probability of there being a defect. The information coming from all

the resolution levels then need to be combined to build the certainty of the defect at position (x, y).
The method described in [49] is followed here which combines information from different levels

of a multiscale pyramid and reduces false alarms. It assumes that a defect must appear in at least

two adjacent resolution levels for it to be certified as such. Using a logical AND, implemented

through the geometric mean, of every pair of adjacent levels, we initially obtain a set of combined

maps as:

D(n,n+1)(x, y) = [D(n)(x, y)D(n+1)(x, y)]1/2. (5.12)

Please note that each D(n+1)(x, y) is scaled up to be the same size as D(n)(x, y). This operation

reduces false alarms and yet preserves most of the defective areas. Next, the resulting D(1,2)(x, y),
D(2,3)(x, y), ..., D(l−1,l)(x, y) are combined in a logical OR, as the arithmetic mean, to provide a

final map for the defects detected across all the scales:

D(x, y) =
1

l − 1

l−1∑
n=1

D(n,n+1)(x, y), (5.13)

where D(x, y) contains the joint contribution of all the resolution scales and marks the defects in

the test image. Figures 5.4 and 5.5 illustrate this defect fusion process.

5.2.5 Method summary and comments

The texem model is motivated from the observation that in random texture surfaces of the same

family, the pattern may appear to be different in textural manifestation from one sample to an-

other, however, the visual impression and homogeneity remains consistent. This suggests that the

random pattern can be described with a few textural primitives.

In the texem model, the image is assumed to be a superposition of image patches with various

sizes and even various shapes. The variation at each pixel position in the construction of the image

is embedded in each texem. Thus, it can be viewed as a two-layer generative statistical model.

The image I, as the first layer, is generated from a collection of texems M as the second layer,

i.e. M→ I. In deriving the texem representations from an image or a set of images, a bottom-up

learning process can be used as presented in this chapter. The images are split into overlapping
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Figure 5.3: An illustration of the two-layer structure of the texem model and its bottom-
up learning procedure.

patches Z with various sizes, followed by a generalisation procedure to obtain the texems. Here,

Gaussian mixture modelling is used. However, other alternatives may also be applied. In fact, later

in Chapter 6 different mixtures are used for texem inference. Figure 5.3 illustrates the two-layer

structure and the bottom-up learning procedure.

Relationship to Textons - As outlined in Chapter 2, Section 2.2.2, three layer generative [198] and

discriminative [87] models have been introduced to describe textons (cf. Figure 2.2 and Figure

5.3). The texem model is similar to the well-known texton model in the sense that both try to

characterise textural images by using micro-structures. On the other hand, the texem model is

significantly different from the texton model:

• It relies directly on sub-image patches instead of using base functions. Selection of the base

functions is important in the texton model in order to obtain meaningful textons. However,

the design of a bank of base functions is non-trivial and likely to be application dependent.

Enormous efforts have gone into explicitly extracting visual primitives (textons), such as

blobs. They generally suffer from finding optimum representations, e.g. the window size

(for example see [176]). In the proposed model, each texem is an encapsulation of texture

primitive(s). Not using base functions also makes the proposed method more convenient to

deal with multi-spectral images, e.g. colour images, as will be demonstrated later.

• It is an implicit, rather than an explicit, representation of primitives. Texems are implicit

representations, which makes them more flexible as they come at different sizes, while tex-

tons are explicit representations. For example, if the texem size reduces to a single pixel,
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it becomes histogram analysis. If it is the same size as the input images, then the problem

turns into image template analysis. In general, each of the texems may contain multiple

textural primitives which describes a group of image patches. This implicit representation

at various sizes avoids the difficulties of explicitly finding the best primitive representation.

In [176], Varma and Zisserman directly used image patches to derive textons by performing K-

means clustering in the feature space based on patch vectorisation (a brief discussion of this was

given earlier in Section 5.1). The proposed method in this chapter is similar to this work as we

too use “raw” pixel values and patch vectorisation. However, the texem model is a two layer gen-

erative model and the use of the Gaussian mixture modelling makes it much more convenient to

quantitatively measure the data similarity. It is also worth noting the importance of using mul-

tiscale or various size of patches in learning textural primitives, besides its simplicity. In [176],

the authors investigated the effect of different patch sizes and found that a large neighbourhood

size generally achieved better results. In our proposed method, we advocate multiscale analysis to

alleviate the difficulties associated with scale selection.

Relationship to the Epitome - The epitome can be used to generalise multiple images while pre-

serving textural details against over-smoothing [70]. The large number of patches extracted from

tile images can be condensed into an epitomic representation for each family of tiles. However,

as the mappings between the epitome and the training images are hidden and the mappings from

the testing images can not be possibly obtained as a priori knowledge, we would need to consider

all possible mappings from the epitome at both the training and testing stages. This involves the

examination of different patch sizes at each pixel location in the epitome. Although the epitome is

much smaller than the original image, it is still much larger than the patches themselves. Hence, it

will be computationally very expensive to perform defect detection directly based on the epitome.

Thus, rather than forcing the textural properties to be condensed into a single epitome, we learn

multiple epitomic-like representations (i.e. texems) that generalise the family of texture images

without using any implicit mappings. The large number of patches with various sizes can then

be described using a very small number of representatives with explicit pixel position correspon-

dence. Additionally, the spatial relationships are preserved in a limited spatial resolution, e.g. in

Figure 2.5 the red and blue region in the original image are connected to each other, while in the

epitomic versions (especially in the 16× 16 epitome) they are separated from each other.

Relationship to fractals - The fractal model is based on the observation of self-similarity present

in natural objects. As reviewed in Chapter 2, fractal dimension, as a measure of complexity or

irregularity, and lacunarity, as a measure of structural variation or inhomogeneity, are the two

most important features for texture analysis. Texems share with fractals the concept that textures

can be characterised by constitutive elements. However, the texem model does not uphold the

assumption of self-similarity.
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5.2.6 Experimental results

The proposed method was applied to the GRAYSET dataset which contained a variety of tile fam-

ilies with different types of defects including physical damage, pin holes, textural imperfections,

multi-print pattern mis-registrations, and many more. Details of the tile dataset are given in Chap-

ter 3. A small number of defect-free samples (five to ten depending on the size of the dataset)

were used for training, at which stage the texems and the lower bound data likelihoods Λ(n) at

each resolution scale were learnt. The number of texems at each resolution level were empirically

set to 12, and the size of each texem was set to 5× 5 pixels. The number of multiscale levels was

l = 5. These parameters were fixed throughout the experiments.

The first two examples given here are to demonstrate the multiscale detection process and the

defect fusion scheme. Figure 5.4 shows a random texture example with a defect in the lower

right region introduced by a printing problem. The potentially defective regions detected at each

resolution level n, n = 1, 2, ..., 5, are marked on the corresponding images in Figure 5.4. It can

be seen that the texems show good sensitivity to the defective region at different scales. As the

resolution progresses from coarse to fine, additional evidence for the defective region is gathered.

This evidence is then combined, shown in Figure 5.4 (second right-bottom row), to produce the

defect map D, i.e. (5.13). The darker the colour, the more certain the pixel is defective. The final

image shows the defects superimposed on the original image. As mentioned earlier, the defect

fusion process can eliminate false alarms, e.g. see the extraneous false defect regions in level

n = 5 which disappear after the operations in (5.12) and (5.13). Figure 5.5 illustrates the same

stages for another example. Note in these examples the evidence for the smaller defects only

begins to appear from level n = 3 with finer resolutions. The final defects all correspond to true

defects.

Figure 5.6 shows three more random texture examples, from the same family of tiles as in Figure

5.4. The defective regions only occupy a very small percentage of the entire surface but are still

localised well by the texems. The first example shows a surface that has a physical defect. The

defect in the second image is a small bump which is hardly discernible. The last image contains a

missing print defect with a round shape.

More examples of different random textures from two tile families are shown in Figures 5.7 and

5.8. In each family of patterns, the textures are varying but of the same visual impression. The

images in Figure 5.7 are from a set of tiles with coarse textures. The proposed method could

find from very small surface defects to large variable shaped defects such as the thin, long defect

running along the whole edge of the tile (due to a shifted print head) as shown in the last image

in the first row of Figure 5.7. The last two examples have relatively higher contrast and this made

the defective regions easier to detect at coarser levels. As detected defect regions usually appear
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Figure 5.4: Localising textural defects - from top left to bottom right: original defective
tile image, detected defective regions at different levels n = 1, 2, ..., 5, the joint contribu-
tion of all resolution levels, and the final defective regions superimposed on the original
image.
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Figure 5.5: Localising textural defects - from top left to bottom right: original defective
tile image, detected defective regions at different levels n = 1, 2, ..., 5, the joint contribu-
tion of all resolution levels, and the final defective regions superimposed on the original
image.
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Figure 5.6: Defect detection - first row: original images, second row: superimposed
defective regions on original images, from left - surface defect, small bump, and missing
print.

Figure 5.7: Defect detection - first row: original defective images, second row: su-
perimposed defective regions on original images, from left - small material bumps, mis-
prints, and misprint along the whole right edge.

larger than they actually are at coarser levels (e.g. see the 5th level in Figure 5.4), then after fusing

these regions from all the resolution levels, the final localised regions appear slightly larger than
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Figure 5.8: Defect detection - first row: original defective images, second row: super-
imposed defective regions on original images, from left - printing defect, single surface
bump, and a cluster of bumps.

the actual defective regions. The images in Figure 5.8 are from a set of tiles with much finer sand-

like textures. The first image from this set shows printing defects. A single small surface bump

appears in the second image, while the last one contains a cluster of bumps.

Figure 5.9 shows more examples from all kinds of different tile types. There are cloud-like loose

textures, marble textures with macro-structures, granite-like fine texture with large contrast, and

even periodic pattern with horizontal lines. There are also a variety of defects, such as missing

print, pin holes, broken corner, cracks, and surface undulation. All the defects were successfully

detected.

All of the examples given so far have had random appearances. The proposed method can also

detect abnormalities in regular patterns. For example, the first image in the first row of Figure

5.10 shows three incompletely printed dots at the top-left corner of the regular pattern. Each dot

is composed by one larger, lighter dot as background and one smaller, darker dot positioned in

the centre. This can be seen more closely by examining a zoomed-in instance of some good dots

and the three bad dots in the second column of Figure 5.10. In another regular pattern example,

the tiles carried a vertical grid-like pattern. Incorrect print and smudge defects damaging the local

pattern regularity were correctly detected as illustrated in the third and last columns in Figure 5.10

where both the original and superimposed defects are shown.

The examples shown illustrate the ability of texems in detecting and localising small or large
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Figure 5.9: Defect detection - first row: original images from different types of tiles,
second row: superimposed defective regions on original images, from left - small missing
print, misprint in the top-right and bottom-right corners, and three pin holes; third row:
another three example images also from different tile families, last row: superimposed
defective regions on original images, from left - broken corner, structural defects with
complex shapes, and a thin crack and a small surface undulation.

defects on highly textured surfaces. As patches are extracted from each pixel position at each

resolution level, a typical training stage involves examining over 0.25 million patches (for a 512×
512 image) to learn the texems in multiscale. This takes around 7 minutes on a 2.8GHz Pentium
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Figure 5.10: Detecting defects in regular patterns - first column: original defective
image and superimposed defective regions; second column: closeup views of normal and
abnormal dot patterns; third and fourth columns: two defective samples of a different
regular texture with pattern irregularities and superimposed defective areas.

Table 5.1: GRAYSET results using graylevel texems (values are %s)
No. Tile Type specificity sensitivity accuracy
1 PRAN1A 100 97.3 98.7
2 WRIB1A 90.5 99.2 94.8
3 TF1X1A 91.9 96.1 94.0
4 BM1A 87.5 100 93.8
5 LRSIDE 95.6 100 98.3
6 TSPI1A 66.7 99.4 83.0
7 CSA1 92.9 100 96.4
8 SALZ1A 90.6 75.0 82.8

Overall 89.5 95.9 92.7

4 Processor running Linux with 1GB RAM to obtain the texems and to determine the thresholds

for novelty detection. The testing stage is much faster, requiring about 20 seconds to inspect one

tile image. The computation time of the proposed method can be greatly reduced by examining

every other pixel (or less) instead of each pixel position, both at the training and testing stages.

For example, examining one in four pixels (i.e. one pixel in a 2× 2 neighbourhood) at the testing

stage will result in about 5 seconds to inspect one tile, which shows its potential for real-time

applications.

Since the defects in the dataset are difficult to manually localise, there is no groundtruth in terms of
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Figure 5.11: Performance comparison - first column: two samples with large and subtle
defects; second column: novelty detection results using epitomes - which produced many
false positives or failed to locate the true defects; third column: novelty detection results
using texems which successfully detected all the true defects.

the spatial accuracy. However, the images were labelled as “defective” or “defect-free” by experts.

Thus, the results are presented by classification rate.

The proposed method was evaluated across 1512 tiles from eight different families of textures.

Very good results were obtained with sensitivity at 95.9%, specificity at 89.5%, and overall accu-

racy at 92.7%. The classification results are shown in Table 5.1.

Next, we compared against the epitome model in particular as the proposed method revolves

around similar concepts (Section 5.2.5 gives a detailed comparison). The epitome was applied

for texture segmentation (with software provided by the authors of [70]), however, we extended

it into a similar framework as the proposed method for better comparative analysis. Hence, after

generating the multiscale version of an image, an appearance epitome was learnt using 5×5 image

patches at each scale, resulting in epitomes varying from 7× 7 to 24× 24. Using these multiscale

epitomes, novelty detection was performed as before (see Section 5.2.4) in the testing stage. This

involved finding a match in the epitome for an image patch under inspection. As the epitome was

still larger than the patch itself and there were numerous comparisons across the image, the de-

tection procedure was computationally very expensive. In fact it costs the epitome based method

several hours to perform training or testing. The proposed texems approach is many times faster.

Two results are shown in Figure 5.11. The examples show that the epitome was more prone to
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false alarms and less specific in accuracy of localisation. Later in Chapter 6 the texem model is

compared against a Gabor filter bank based defect detection method.

5.2.7 Summary

A novel statistical generative model for image representation was introduced. An image is as-

sumed to be generated from the superposition of primitive image representations, texems. The

texem model directly uses the “raw” pixel values, instead of popular filtering responses. A bottom-

up process with Gaussian mixture modelling was presented to derive the texem representations

from a single or a set of images.

The texem based local contextual analysis was used to perform automatic defect detection and

localisation for random textures on graylevel images. The proposed method only trained on a

very small number of defect-free samples, from which primitive textural information and varia-

tion range were obtained. Multiscale analysis was used to save computational cost and to capture

sufficient textural information. Defect detection and localisation were performed in a novelty de-

tection framework. Logical processes were used and proved to eliminate false alarms yet preserve

defective regions. Testing results on eight different types of tiles with various texture characteris-

tics, totalling 1512 surfaces, showed good performance for the proposed texem based approach.

The texems presented here may only be applicable to graylevel images, as they involve patch

vectorisation. However, they can be extended to colour analysis, for example performing texem

analysis in individual channels or modifying the inference procedure to derive the texems.

5.3 Defect Detection using Graylevel Texems in Colour Image Eigen-

channels

Learning texems from multispectral images implies more complex higher dimensional models.

However, if we are willing to sacrifice some information we can instead approximately represent

the data with a set of 2D models which are more simple and have fewer parameters to be deter-

mined. For example, texems in each channel of an RGB image could be learnt separately and

use the entire set of texems for defect detection. Separate channel processing has been widely

practised in the literature (Chapter 2 gives a detailed review of colour texture analysis techniques).

However, in order to retain as much information as possible after factorising the image data, the

PCA is used to obtain three decorrelated channels. All the resulting channels must be used to en-

sure any possible defective regions are captured, but instead of performing PCA on each training
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Figure 5.12: Flow chart of the proposed method.

image independently, a single reference texture eigenspace is generated. Details will be given in

Section 5.3.1. In Section 5.2, a Gaussian Mixture Model (GMM) is devised to learn texems on

graylevel images. Here, the same GMM model is used, which will be briefly reviewed in Section

5.3.2 to learn the texems in each individual PCA transformed channel of a single representative

defect-free texture. Later in Section 5.3.3 shows how to combine the information across channels

in defect detection using a similar logical process to that described in Section 5.2.4.

The proposed method may be summarised as follows. A reference eigenspace from training sam-

ples is derived and the image data is transformed according to this eigenspace into separate chan-

nels. Patches in sample images are grouped into clusters, dependent on the patch size, using GMM.

The representative texems in each decorrelated channel are learnt through an EM algorithm ap-

plied on the model parameters. Then, as we are interested in localising the defective regions, the

local neighbourhood of each pixel of the unseen image is examined, after projecting it too into

three eigenchannels using the same reference texture eigenspace, and comparing against the set

of texems obtained at the training stage. The information from each channel is combined together

to produce the final defect map. This process is shown schematically in Fig. 5.12 and will be

described in detail next.
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5.3.1 Computing the reference eigenspace

To extend texems to colour images, for simplicity, PCA is performed to transform the red, green,

and blue channels into three decorrelated channels for better representation. As mentioned al-

ready, the patterns on each image within the same texture family can still be different, hence the

individually derived principal components can also differ from one image to another. Furthermore,

defective regions can affect the principal components resulting in different eigenspace responses

from different training samples. Thus, instead of performing PCA on each training image sep-

arately, a single eigenspace is generated from several training images; a reference eigenspace in

which normal samples are represented (see Fig. 5.12). All the images under inspection will be

projected onto this eigenspace. Thus, the transformed channels share the same principal compo-

nents.

Each colour pixel is denoted as ci = [ri, gi, bi]T . Let C be the matrix containing q three dimen-

sional vectors made up of the pixels from several defect-free samples, e.g. 5 in this work. Let

c̄ = 1
q

∑
c∈C c be the mean vector of C. Then, PCA is performed on the mean-centred colour fea-

ture matrix C to obtain the eigenvectors E = [e1, e2, e3], ej ∈ R3. Singular Value Decomposition

again can be used to obtain these principal components. The colour feature space determined by

these eigenvectors is referred to as the reference eigenspace Ψ̄c,E, where the colour features are

fully represented. The tile images are then projected onto this reference eigenspace:

C′ =
−−−→
PCA(C,Ψc̄,E) = ET (C− c̄J1,q), (5.14)

where J1,q is a 1 × q unit matrix consisting of all 1s. The texems are then learnt in the resulting

three eigenchannels.

5.3.2 Generating multiscale texems in image eigenchannels

As before, each texem, m, is defined by a mean, µ, and a corresponding covariance matrix, ω,

i.e. m = {µ,ω}. Each eigenchannel Iej , j = 1, 2, or 3, is broken down into a set of P patches

Zej = {Zi,ej}Pi=1, each containing pixels from a subset of image coordinates. Various sizes of

patches (d = N × N ) can be used. The Gaussian mixture model is then used to learn the K

texems, Mej = {mk,ej
}Kk=1, in each eigenchannel, as described in the Section 5.2.2. Thus, the

probability density function for patch Zi,ej is given by:

p(Zi,ej |mk,ej
) =

1√
(2π)d|ωk,ej

|
exp{−1

2
(Zi,ej − µk,ej

)T ω−1
k,ej

(Zi,ej −µk,ej
)}. (5.15)
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The mixture model in eigenchannel ej is then formulated as:

p(Zej |Kej , θej ) =
P∑

i=1

p(Zi,ej |mk,ej
, θej)αk,ej

, (5.16)

where θej = {αk,ej
,µk,ej

,ωk,ej
}Kk=1 is the parameter set. The EM algorithm is again applied to

derive the parameters resulting in the following iterative estimates:

α̂k,ej
=

1
P

P∑
i=1

p(mk,ej
|Zi,ej , θ

(t)
ej

),

µ̂k,ej
=

∑P
i=1 Zi,ejp(mk,ej

|Zi,ej , θ
(t)
ej )∑P

i=1 p(mk,ej
|Zi,ej , θ

(t)
ej )

, (5.17)

ω̂k,ej
=

∑P
i=1(Zi,ej − µ̂k,ej

)(Zi,ej − µ̂k,ej
)T p(mk,ej

|Zi,ej , θ
(t)
ej )∑P

i=1 p(mk,ej
|Zi,ej , θ

(t)
ej )

.

where

p(mk,ej
|Zi,ej , θ

(t)
ej

) =
p(Zi,ej |mk,ej

, θ
(t)
ej )αk,ej∑K

k=1 p(Zi,ej |mk,ej
, θ

(t)
ej )αk,ej

. (5.18)

A similar multiscale scheme is again also used in order to capture sufficient textural properties at

affordable computational costs.

5.3.3 Novelty detection and defect localisation

A small set of defect-free samples (e.g. 4 or 5 only) are arranged within a multiscale framework as

before, and patches with the same texem size in each eigenchannel are extracted. Once the texems

are obtained, minimum bounds of normal samples can be found automatically at each resolution

level across the eigenchannels. The probability of a patch Z(n)
i,ej

in the eigenchannel ej belonging

to texems of the same channel in the corresponding nth scale is:

p(Z(n)
i,ej
|θ(n)

ej
) =

K(n)∑
k=1

p(Z(n)
i,ej
|m(n)

k,ej
)α(n)

k,ej
, (5.19)

where p(Z(n)
i,ej
|m(n)

k,ej
) is a multivariant Gaussian distribution function as shown in (5.15). The

lower bound, Λ(n)
ej , of the data likelihood is then obtained by examining the distribution of p(Z(n)

i,ej
|m(n)

k,ej
)

of all patches at level n and channel ej , Z(n)
ej , across the training images. The same technique de-

scribed in Section 5.2.4 for graylevel images can be used.
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In the testing stage, the image under inspection is again layered into a multiscale framework and

patches at each pixel position (x, y) at each level n are examined against the learnt texems. The

probability for each patch is then calculated according to (5.19) and compared to the lower bound,

Λ(n)
ej , at the corresponding level and channel. Let Q(n)

ej (x, y) be the probability map at the nth

resolution level. Then, the potential defect map, D(n)
ej (x, y), at level n is:

D(n)
ej

(x, y) =

{
0 if Q(n)

ej (x, y) ≥ Λ(n)
ej

Λ(n)
ej −Q(n)

ej (x, y) otherwise.
(5.20)

Again, it is assumed that a defect must appear in at least two adjacent resolution levels for it to be

certified as such. Using a logical AND, implemented through the geometric mean, of every pair

of adjacent levels, we initially obtain a set of combined pairs as:

D(n,n+1)
ej

(x, y) = [D(n)
ej

(x, y)D(n+1)
ej

(x, y)]1/2. (5.21)

This operation reduces false alarms and yet preserves most of the defective areas. Then, the defect

candidates from each eigenchannel and each pair D(n,n+1)
ej (x, y) are combined using logical OR,

as the arithmetic mean, to provide a final map for the defects detected across all the scales:

D(x, y) =
1

3(l − 1)

l−1∑
n=1

3∑
j=1

D(n,n+1)
ej

(x, y). (5.22)

where D(x, y) contains the joint contribution of all the resolution scales and marks the defects in

the test image.

Note, this defect fusion scheme is slightly different from that for graylevel images (cf. (5.22) and

(5.13)).

5.3.4 Experimental results

First, the PCA based image decomposition scheme was compared against standard RGB chan-

nel separation using graylevel texem analysis. The 28 VisTex texture collage images shown in

Chapter 3, were used to examine the spatial localisation accuracy of novelty detection. The texem

parameter settings for the eigenchannel based and RGB channel based methods were exactly the

same, i.e. twelve 5× 5 texems in each scale.

Figure 5.13 and 5.14 show two example collages composed of different numbers of textures. The

background images were considered as normal texture, while the foreground regions with various
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Figure 5.13: Novelty detection comparison on a collage of 2 texture images - first row:
Original collage image, novelty detection result in RGB channels, and novelty detection
result in image eigenchannels; second row: RGB individual channels; third row: Novelty
detection results in each corresponding RGB channel; fourth row: Image eigenchannels
of the collage image; last row: Novelty detection results in each individual eigenchannel.
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Figure 5.14: Novelty detection comparison on a collage of 5 texture images - first row:
Original collage image, novelty detection result in RGB channels, and novelty detection
result in image eigenchannels; second row: RGB individual channels; third row: Novelty
detection results in each corresponding RGB channel; fourth row: Image eigenchannels
of the collage image; last row: Novelty detection results in each individual eigenchannel.
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Table 5.2: Novelty detection comparison using graylevel texems in image RGB chan-
nels and image eigenchannels (values are %s).

RGB channels Eigenchannels
No. specificity sensitivity accuracy specificity sensitivity accuracy

1 81.7 100 90.7 82.0 100 90.9
2 80.7 100 90.2 80.8 100 90.3
3 87.6 99.9 93.7 82.4 100 91.1
4 94.3 97.2 95.7 93.9 95.7 94.8
5 87.3 30.7 59.3 77.9 99.6 88.6
6 76.6 100 88.2 77.8 100 88.8
7 96.0 93.4 94.7 90.1 98.6 94.3
8 87.8 97.7 92.7 85.6 95.3 90.4
9 85.5 52.0 68.9 76.1 100 87.9

10 92.2 25.2 59.1 77.8 99.2 88.4
11 89.1 33.6 61.6 80.3 97.2 88.6
12 82.5 88.4 85.4 79.5 97.7 88.5
13 93.5 47.8 70.9 93.0 49.0 71.2
14 80.9 99.9 90.3 81.1 100 90.5
15 98.7 55.3 77.2 98.3 74.8 86.7
16 84.5 78.1 81.3 86.5 92.7 89.6
17 75.1 60.8 67.9 62.3 87.9 73.8
18 64.9 69.5 67.2 60.9 91.9 74.8
19 75.1 60.0 67.5 57.0 87.4 72.2
20 83.9 91.8 87.8 85.4 90.0 87.7
21 78.6 97.3 87.8 88.4 98.4 93.4
22 88.5 49.8 69.4 79.5 76.3 77.9
23 98.2 44.5 71.6 96.6 34.8 66.0
24 60.6 69.8 65.2 64.5 86.8 75.7
25 58.7 100 79.4 64.8 99.9 82.3
26 84.1 91.6 87.9 76.5 94.2 85.3
27 73.2 87.8 80.5 64.7 99.9 82.3
28 74.5 88.3 81.4 65.7 94.6 80.1

Overall 82.7 75.4 79.1 78.9 90.8 84.7

shapes were treated as defects which should be detected and localised to simulate the process of

novelty detection. The first example collage, i.e. the top-left image in Figure 5.13, is a composition

of two steel textures with very similar appearance but slightly different chromatic characteristics.

Its separate RGB channels are presented in the second row, from which it can be seen that the chan-

nels are highly correlated without much significant difference among them. As the foreground and

background textures are very close to each other, the texem analysis in RGB individual channels

resulted in failure and all three channels reported similar, non-complementary results as shown in

the third row of Figure 5.13. However, the projected transformation of the testing image based on
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a reference eigenspace derived from the background image reveals much more information about

the texture composite (see the fourth row). The first eigenchannel is closely correlated to image

intensity. A lack of chromatic information in this channel, as shown in the last row, only indicated

novelties along part of the circular boundary. The next two eigenchannels mainly exhibit chro-

matic appearance and clearly discriminate the foreground object from the background, which is

reflected in the detection results in these channels (see the last row). The final combined detection

results of both methods are shown in the first row, next to the original collage. Texem analysis in

image eigenchannels significantly outperforms that in RGB channels.

The next example in Figure 5.14 shows a collage made up of five texture images. Again, the

individual RGB channel separation did not represent the three dimensional data well. The tex-

ture regions in the ellipse and rhombus shapes possess similar chromato-textural properties to the

background. Texem analysis failed to localise these two regions in RGB channels. However,

PCA based projection gives much better representation. Particularly, the last eigenchannel clearly

distinguishes the foreground regions (see the fourth row).

The results of the graylevel texem based novelty detection method applied in RGB image channels

and eigenchannels for 28 texture collage images are shown in Table 5.2. The overall accuracy of

texem analysis in RGB image channels was 79.1%. While in the image eigenchannels it was

84.7%. In only 4 individual cases (collage number 3, 20, 26, 28) did the proposed eigenchannel

texem approach obtain a slightly lower accuracy. Later, in Chapter 6, these results are compared

with a Gabor filtering based method and colour texem based novelty detection.

The proposed method was also tested on the COLOURSET dataset comprising ten different fam-

ilies of tile textures, 1018 images in total. The parameter settings for the texem analysis remained

the same, i.e. twelve 5 × 5 texems at each resolution level and around 5 to 10 images in each tile

set for training.

Figure 5.15 shows a random texture example with a physical defect on the left side and clusters of

pin holes in the lower right region. The potentially defective regions detected at each resolution

level across the eigenchannels are also shown, demonstrating that the texems have good sensitivity

to defective regions at different scales. As the resolutions progress from coarse to fine, additional

evidence for the defective region is gathered, e.g. the pin holes are missing in the defect maps of

level 3 and 4 but are detected at finer scales. Also, a few false alarms at level 4 have no further

support at other scales. Once again, this shows the combination rules can eliminate false positive

regions from the final error map.

Figure 5.16 shows three more tile images from the same family as the image shown in Figure 5.15.

The proposed method correctly detected and localised both subtle individual pin holes and clusters

of pin holes in a marble texture. Fig. 5.17 shows another three examples but from three different
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level n=1 level n=2

level n=3 level n=4

Figure 5.15: Localising textural defects - from top left to bottom right: original defec-
tive tile image, detected defective regions at different levels n = 1, 2, ..., 4, and the final
defective regions superimposed on the original image.

Figure 5.16: Defect localisation- detecting subtle pin holes as shown in the first two
columns, and clusters of pin holes as shown in the last column.
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Figure 5.17: Defect localisation - detecting missing print (first column), physical defect
(second column), and printing error (last column).

Table 5.3: COLOURSET results using graylevel texems in image eigenchannels (values
are %s)

No. Tile Type specificity sensitivity accuracy
1 PRAN 88.5 88.5 88.5
2 ARDES 83.3 90.0 86.4
3 BSAT 80.0 87.5 85.0
4 CSA 85.7 92.1 88.3
5 DJZU 80.0 90.0 85.0
6 GRAN 80.0 100 88.9
7 BJUP 80.0 88.5 84.8
8 KNGY 86.1 90.3 87.1
9 SONE 84.3 82.6 83.9

10 WBOT 88.8 86.5 88.6
Overall 84.8 88.2 86.4

tile sets, consisting missing ink, physical, and printing defects. The proposed method obtained

86.5% sensitivity, 84.8% specificity, and 88.2% overall accuracy across the COLOURSET dataset

as shown in Table 5.3.
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5.3.5 Conclusions

In this section, texem based defect detection was extended to deal with colour images by process-

ing the images in separate channels. However, instead of processing in the RGB channels directly,

PCA was used to decorrelate them first. A reference eigenspace was obtained by analysing a col-

lection of defect-free samples. Thus, the factorisation of the colour data resulted in a relatively

small loss of information. Texem based local contextual analysis was then performed in individual

eigenchannels. Defect detection and localisation was based on automatically derived thresholds

in a novelty detection framework which required just a few defect-free samples for training. The

results demonstrate that the graylevel texem is also a plausible approach to perform colour analysis

with relatively economic computational complexity, roughly three times that of graylevel texems

on graylevel images.

However, by decomposing the colour image and analysing eigenchannels individually, the inter-

channel interactions were not taken into account. There is clear need for a complete three-

dimensional model which takes into account both the intra-channel spatial interactions and the

inter-channel interactions at the same time.



Chapter 6

COLOUR TEXEMS

6.1 Introduction

In Chapter 5, two different approaches to extend graylevel texems were presented. One was to

perform texem analysis in RGB image channels directly, and the other in three decorrelated eigen-

channels. The comparative results given in Chapter 5 showed that the decorrelated channel sepa-

ration performed better.

In this chapter, a simple statistical model to represent colour textures is introduced, which serves

as another extension of graylevel texems. The spatial arrangement and interspectral properties of

pixels are naturally modelled simultaneously without decomposing images into separate channels.

In Chapter 5, the patches were clustered (in grayscale) and GMM was used to learn a relatively

small number of texems. However, here a different formulation for texem representation is used

with a different inference procedure so that no vectorisation of image patches is required. These

new texems then can be generally applied to both scalar and vector-valued data.

Again, novelty detection is performed based on these texems along with automatically derived

lower bound data likelihoods of defect-free samples. The overall method is also implemented

within a multiscale framework. Then, the results on unlabelled defects on ceramic tiles are pre-

sented. For evaluation and validation, novelty detection results based on labelled texture collages

from the VisTex database [112] are produced. The results are compared against a popular filter

bank approach, as well as graylevel texems with different factorisation schemes. Other appli-

cations of colour texems are also presented: (a) abnormality detection in medical images which

involves active contour segmentation and colour texem based novelty detection, and (b) unsu-

pervised image segmentation on ink-jet printed tiles which involves colour texem analysis and

multiscale fusion.

97



98 CHAPTER 6. COLOUR TEXEMS

Figure 6.1: Six 9 × 9 texems extracted from the images shown in Fig. 5.1. First row:
the means of texems. Second row: the corresponding covariance images (Images are
enhanced for viewing purposes).

6.2 Colour Texem Model

Texems are implicit representations of textural primitives. Images are considered to be generated

from superposition of these texems with added noise, as shown in the previous chapter. However,

instead of vectorising patches and assuming Gaussian distribution for each texem, Gaussian dis-

tribution at each pixel position within each texem is assumed. Various sizes of texems are still

necessary to capture sufficient texture properties. Additionally, they give extra flexibility to the

texem model. Smaller texem sizes emphasis global information, while larger texems impose more

stringent spatial interactions. Again, it becomes clearer when considering the extreme cases given

earlier: a single pixel size texem analysis is indeed histogram analysis and full image size texem

modelling turns into multiple template analysis.

In brief, the patches of sample images are grouped into clusters, dependent on the patch size, and

describe the clusters using a mixture model (different to the standard mixture of Gaussians). The

texems are then learnt through an EM algorithm applied on the model parameters. Then, as we

are interested in localising the defective regions, a small patch is extracted at each pixel position

of the testing image and is inspected using the set of texems obtained at the training stage. A new

novelty score is proposed and evaluated to then compute a defect map for each test image.

6.2.1 Learning colour texems

Contrary to the graylevel texem representation described in the previous chapter where each texem

was represented by a single multivariant Gaussian function, it is assumed, for colour texems: (a)

that pixels are statistically independent for a given texem; and (b) a Gaussian distribution at each

pixel position of the texem. The conditional independence assumption among pixels within the

local neighbourhood makes the parameter estimation tractable. Each texem m is now defined
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by a vector of means, µ = [µ1,µ2, ...,µS ], and a corresponding vector of covariance matrices,

ω = [ω1,ω2, ...,ωS], i.e. m = {µ,ω}. Note, µj is a 3×1 colour vector, and ωj is a 3×3 matrix

characterising the covariance in the colour space. Figure 6.1 illustrates six 9× 9 texems extracted

from one of the images shown in Figure 5.1. They are arranged according to their descending

order of priors αk. Please note that each element ωj in ω is visualised using total variance of ωj ,

i.e.
∑

diag(ωj), (this is for visualisation purpose only). Similar to the graylevel texem model,

the original colour image I is broken down into a set of P patches Z = {Zi}Pi=1, each containing

pixels from a subset of image coordinates. Square patches of size d = N×N are used. The patches

may overlap and can be of various sizes. It is assumed that there exist K texems, M = {mk}Kk=1,

K � P , with mean colour at each pixel position in µk and corresponding covariance matrix in

ωk for image I such that each patch in Z can be generated from a texem by copying each mean

colour with certain added variations governed by the corresponding covariance matrix. Thus, the

probability for image patch Zi belonging to the kth texem can be given as a joint probability at

each pixel position, i.e.

p(Zi|mk) = p(Zi|µk,ωk) =
∏
j∈S

N (Zj,i;µj,k,ωj,k), (6.1)

where S is the pixel grid as before, and N (Zj,i;µj,k,ωj,k) is a Gaussian distribution over Zj,i

with mean µj,k and covariance ωj,k at the jth pixel position in the kth texem:

N (Zj,i;µj,k,ωj,k) =
1√

(2π)d|ωj,k|
exp{−1

2
(Zj,i − µj,k)

T ω−1
j,k(Zj,i − µj,k)}. (6.2)

The probability function shown in (6.1) is similar to the epitome model in [70], where conditional

independence was also assumed within pixels in a same patch. However, instead of condensing

all image patches into a single miniature with a hidden mapping, the following mixture model is

used:

p(Zi|Θ) =
K∑

k=1

p(Zi|mk)αk, (6.3)

where the parameters are Θ = (α1, ...,αK ,m1, ...,mK), and αk is the prior probability of kth

texem constrained by
∑K

k=1 αk = 1. Since all the texems mk are unknown, the parameter set Θ
can be determined first by optimising the data log likelihood expression of the entire set Z. The

log-likelihood expression for this density from the data Z is given by:

log(L(Θ|Z)) = log
P∏

i=1

p(Zi|Θ) =
P∑

i=1

log
( K∑

k=1

p(Zi|mk)αk

)
(6.4)
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Hence, the objective is to estimate the parameter Θ for a given number of texems, K. Again,

the EM algorithm is employed to find the maximum likelihood estimate of the mixture model

parameters. The reader can refer to (6.14) and (6.15) for final parameter solutions and skip the

following, which details the derivation of the parameters, without loss of continuity.

Here, the derivation of the parameter set Θ using the EM technique is briefly presented. Again,

the missing data approach is used. The following deduction steps are analogous to that of the stan-

dard Gaussian mixture model given in Appendix A, however the component probability density

function is now expressed as a product of Gaussians, instead of a single multivariant Gaussian

function. As (6.4) contains the log of the sum, it becomes difficult to derive optimised solutions.

However, Z can be treated as observed data and consider that there exist hidden, unobserved, data

items Y = {yi}Pi=1 that determine which texem “generated” each patch Zi. Thus, the likelihood

of the complete data can be written as:

log(L(Θ|Z,Y)) = log(p(Z,Y|Θ)) =
P∑

i=1

log(p(Zi|yi)p(yi))

=
P∑

i=1

log(p(Zi|myi)αyi). (6.5)

We first derive an expression for the distribution of the unobserved data and then iteratively ap-

proximate the true parameters. It starts with a guess that Θ(t) = (α(t)
1 , ...,α

(t)
K ,m(t)

1 , ...m(t)
K ) are

the appropriate parameters for the likelihood L(Θ(t)|Z,Y), where t denotes the iteration step be-

ginning with t = 0. Then p(Zi|m(t)
k ) for each i and mk according to Θ(t) can be computed. As

mentioned earlier, αk is the prior probability of each texem. Thus, using Bayes’ rule, we have

p(yi|Zi,Θ(t)) =
p(Zi|m(t)

yi )α(t)
yi

p(Zi|Θ(t))
=

p(Zi|m(t)
yi )α(t)

yi∑K
k=1 p(Zi|m(t)

k )α(t)
k

. (6.6)

Let y = (y1, ..., yP ) be an instance of the unobserved data. Then p(y|Z,Θ(t)) is the marginal

distribution of the unobserved data, given as:

p(y|Z,Θ(t)) =
P∏

i=1

p(yi|Zi,Θ(t)). (6.7)

The EM algorithm first finds the expected value of the complete-data log-likelihood log p(Z,Y|Θ)
with respect to the unknown data Y given the observed data Z and the current parameter estimates.
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Thus, we define

Q(Θ,Θ(t)) =E[log p(Z,Y|Θ|Z,Θ(t))]

=
∑
y∈Υ

log(L(Θ|Z,y))p(y|Z,Θ(t)), (6.8)

where E[.] denotes expectation, k ∈ 1, ...,K, and Υ is the space where y can draw values from.

The equation can be expanded and then simplified as:

Q(Θ,Θ(t)) =
K∑

k=1

P∑
i=1

log(αk)p(mk|Zi,Θ(t))

+
K∑

k=1

P∑
i=1

log(p(Zi|mk))p(mk|Zi,Θ(t)), (6.9)

The term containing αk and the term containing mk can be maximised independently. The La-

grange multiplier τ can be introduced with the constraint that
∑

k αk = 1, and solve the following

equation:

∂

∂αk

( K∑
k=1

P∑
i=1

log(αk)p(mk|Zi,Θ(t)) + τ(
∑

k

αk − 1)
)

= 0. (6.10)

Thus αk is solved by summing both sides of the extended expression of (6.10):

αk =
1
P

P∑
i=1

p(mk|Zi,Θ(t)). (6.11)

Then mk needs to be solved, which in this case contains (µk,ωk). We can take the log of

p(Zi|µk,ωk) to get

K∑
k=1

P∑
i=1

log(p(Zi|µk,ωk))p(mk|Zi,Θ(t))

=
K∑

k=1

P∑
i=1

∑
j∈S

(
log

1

(2π)
d
2 |ωj,k| 12

− 1
2
(Zj,i − µj,k)

T ω−1
j,k(Zj,i − µj,k)

)
p(mk|Zi,Θ(t)).

(6.12)

Thus we need to take partial derivatives of (6.12) with respect to µj,k and set it to zero:

∂

∂µj,k

( K∑
k=1

P∑
i=1

∑
j∈S

(log
1

(2π)
d
2 |ωj,k| 12

− 1
2
(Zj,i − µj,k)

T ω−1
j,k(Zj,i − µj,k)p(mk|Zi,Θ(t))

)

= 0, (6.13)
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which solves the parameter µj,k. In a similar fashion, ωj,k can be solved.

Hence, the estimation of texems’ parameters can be solved according to the following equations:

α̂k =
1
P

P∑
i=1

p(mk|Zi,Θ(t)),

µ̂k = {µ̂j,k}j∈S ,

ω̂k = {ω̂j,k}j∈S ,

µ̂j,k =
∑P

i=1 Zj,ip(mk|Zi,Θ(t))∑P
i=1 p(mk|Zi,Θ(t))

, (6.14)

ω̂j,k =
∑P

i=1 p(mk|Zi,Θ(t))(Zj,i − µ̂j,k)(Zj,i − µ̂j,k)T∑P
i=1 p(mk|Zi,Θ(t))

,

where according to (6.6) p(mk|Zi,Θ(t)) can be written as

p(mk|Zi,Θ(t)) =
p(Zi|mk,Θ(t))α(t)

k

p(Zi|Θ(t))
=

p(Zi|mk,Θ(t))α(t)
k∑K

k=1 p(Zi|mk,Θ(t))α(t)
k

. (6.15)

Then the two stages of EM are as follows. The E-step involves a soft-assignment of each patch

Zi to texems, M, according to (6.15) with an initial guess of the true parameters, Θ. This ini-

tialisation can be set randomly, although K-means is used to compute a simple estimate with K

equal to the number of texems. The M-step then updates the parameter estimations given by (6.14)

and (6.15). The E-step and M-step are iterated until the estimations are stabilised or the rate of

improvement of the likelihood falls below a pre-specified convergence threshold. Then the colour

texem is stated as mk = {µj,k,ωj,k}j∈S .

Various sizes of texems can be used and they can overlap to ensure they capture sufficient textural

characteristics. Alternatively, similar to graylevel texems, multiscale texems can be used. The

same Gaussian pyramid can be used to generate texems at a more computationally manageable

size, such as 5 × 5. During the EM process, the stabilised estimation of a coarser level is used

as the initial estimation for the finer level, i.e. Θ̂(n,t=0) = Θ(n+1), which helps speed up the

convergence and achieve a more accurate estimation.

Another texem example is shown in Figure 6.2, where eight 7 × 7 colour texems are extracted

from the “baboon” image. Although a very small patch size was used, the texems still managed to

capture the micro structures. Each prior, αk, can be treated as a measurement of the contribution

from each texem. The input image then can be viewed as a superposition of various sizes of means
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Figure 6.2: Eight 7× 7 texems extracted from the image on the left. The first two rows
on the right side show the µk, and the last two rows show the corresponding ωk.

µk with added variations at each pixel position governed by the corresponding covariance matrices

ωk.

6.2.2 Training and testing

Novelty detection frees the application from having to provide a portfolio of defects within a

supervised training stage. In fact, as demonstrated in the previous chapter, texems lend themselves

well for performing unsupervised training and testing for novelty detection. This is achieved by

automatically determining the minimum bounds of normal samples in each resolution level. This

was performed for graylevel texems and it now adapted for colour texems.

For training, a small number of defect free samples (e.g. 4 or 5 only) are arranged within the

multiscale framework, and patches with the same texem size are extracted. The probability of a

patch Z(n)
i belonging to texems in the corresponding nth scale is:

p(Z(n)
i |Θ(n)) =

K(n)∑
k=1

p(Z(n)
i |m(n)

k )α(n)
k , (6.16)

where Θ(n) is the parameter set at level n, m(n)
k is the kth texem at level n, and p(Z(n)

i |m(n)
k ) is a

product of Gaussian distributions as shown in (6.1) with parameters associated to texem set, M.

Based on this probability function, a novelty score function V can be defined as the negative log

likelihood:

V(Z(n)
i |Θ(n)) = − log p(Z(n)

i |Θ(n)). (6.17)
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The lower the novelty score, the more likely the patch belongs to the same family and vice versa.

Thus, it can be viewed as a same source similarity measurement. The distribution of the scores

for all the patches Z(n) at level n of the pyramid forms a 1D novelty score space which is not

necessarily a simple Gaussian distribution. In order to find the upper bound of the novelty score

space of defect-free patches (or the lower bound of data likelihood), K-means clustering is per-

formed in this space to approximately model the space. The cluster with the maximum mean is the

component of the novelty score distribution at the boundary between good and defective textures.

This component is characterized by mean u(n) and standard deviation σ(n). This K-means scheme

replaces the single Gaussian distribution assumption in the novelty score space, which is com-

monly adopted in a parametric classifier in novelty detection, e.g. [114] and for which the correct

parameter selection is critical. Instead, dividing the novelty score space and finding the critical

component, here called the boundary component, can effectively lower the parameter sensitivity.

The value of K should be generally small (we empirically fixed it at 5). It is also notable that a

single Gaussian classifier is a special case of the above scheme, i.e. when K = 1. The maximum

novelty score (or the minimum data likelihood), Λ(n) of a patch Z(n)
i at level n across the training

images is then established as:

Λ(n) = u(n) + λσ(n), (6.18)

where λ is a constant (set to λ = 2 in the experiments in Section 6.3). This completes the training

stage in which, with only a very few defect-free images, we determine the texems and an automatic

threshold for marking new image patches as defect free or defective.

In the testing stage, the image under inspection is again layered into a multiscale framework and

patches at each pixel position (x, y) at each level n are examined against the learnt texems. The

probability for each patch and its novelty score are then calculated according to (6.16) and (6.17)

and compared to the minimum data likelihood, determined by Λ(n), at the corresponding level.

Let Q(n)(x, y) be the novelty score map at the nth resolution level. Then, the potential defect

map, D(n)(x, y), at level n is:

D(n)(x, y) =

{
0 if Q(n)(x, y) ≤ Λ(n)

Q(n)(x, y)− Λ(n) otherwise.
(6.19)

Next, the information coming from all the resolution levels must be combined to build the certainty

of the defect at position (x, y). The logical processing used for graylevel texems again is adopted

to combine information from different levels of a multiscale pyramid and to reduce false alarms.

It assumes that a defect must appear in at least two adjacent resolution levels for it to be certified

as such. Using a logical AND, implemented through the geometric mean, of every pair of adjacent
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levels, a set of combined maps are then obtained as:

D(n,n+1)(x, y) = [D(n)(x, y)D(n+1)(x, y)]1/2. (6.20)

Note eachD(n+1)(x, y) is scaled up to be the same size asD(n)(x, y). This operation reduces false

alarms and yet preserves most of the defective areas. Next, the resulting D(1,2)(x, y), D(2,3)(x, y),
..., D(l−1,l)(x, y) are combined in a logical OR, as the arithmetic mean, to provide a final map of

the joint contribution of all the defects detected across all the scales:

D(x, y) =
1

l − 1

l−1∑
n=1

D(n,n+1)(x, y). (6.21)

Next, two sets of experiments are presented. In the first set, the result of applying the proposed

method to detecting defects on ceramic tiles is presented. As expressed before in Chapter 5 we

can not compare and evaluate these localised defects against a groundtruth since the defects in the

data set are difficult to localise by hand. However, whole tile classification rates, based on overall

“defective” and “non-defective” labelling by factory-floor experts is presented. Moreover, in order

to evaluate the proposed method, we outline the result of the experiments on texture collages made

from textures in the MIT VisTex texture database [112].

6.3 Results: Ceramic Tile Application

The proposed method was applied to a variety of randomly textured tile images with different types

of defects including physical damage, pin holes, textural imperfections, and many more. Details

of the colour tile dataset COLOURSET is given in Chapter 3. Similar to graylevel texems, only

five to ten defect-free samples were used to extract the texems and to determine the upper bound

of the novelty scores Λ(n). The number of texems at each resolution level was again 12, and the

size of each texem was 5×5 pixels. The number of multiscale levels was l = 4. These parameters

were fixed throughout the experiments on the variety of random texture tile prints used.

First, two examples are given to demonstrate the multiscale detection and fusion process, as well

as to illustrate different spatial sensitivities at different scales. Figure 6.3 shows a random texture

example with a defect in the upper right region introduced by a printing problem. The potentially

defective regions detected at each resolution level n, n = 1, ..., 4, are marked on the correspond-

ing images in Figure 6.3. It can be seen that the texems show good sensitivity to the defective

region at different scales. Information is gathered together when propagating through the coarse
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Figure 6.3: Localising textural defects - from top left to bottom right: original defec-
tive tile image, detected defective regions at different levels n = 1, 2, 3, 4, and the final
defective regions superimposed on the original image.
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Figure 6.4: Localising textural defects - from top left to bottom right: original defective
tile image, detected defective regions at different levels n = 1, 2, ..., 4, and the final
defective regions superimposed on the original image.
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to fine scales. The final image shows the defect superimposed on the original image. As seen in

the previous chapter, the defect fusion process can eliminate false alarms, e.g. see the false alarm

regions in levels n = 1 and n = 4 which disappear after the operations in (6.20) and (6.21). The

second example, shown in Figure 6.4, demonstrates that texems capture defective regions with dif-

ferent spatial accuracy given different spatial resolution. At finer scales, the normal pixels falling

in the gap between the defective ellipsoid regions were classified as normal, while at coarser lev-

els, these pixels were considered as defective, since their neighbouring pixels contained defective

pixels. Thus, the detected defective regions at level 3 and level 4 united those two defective areas

into one. The final combination across the scales is given in the last image.

Figure 6.5 shows two families of ceramic tiles, in each of which the textures are varying but have

the same visual impression. The first set of images contain a granite-like texture with random

appearance. The defects shown are print errors in various shapes and sizes. The proposed method

localised the region well. The physical defects shown in the next two examples were accurately

localised without any false alarms. The second set shown in Figure 6.5 are cloud-like random tex-

tures with loosely placed textured primitives. The method successfully detected structural cracks,

surface defect, and chromatic defects of various shapes.

The first set of examples in the top row of Figure 6.6 show a richly decorated texture with crack-

like macro-structures. The surfaces are highly textured with defects ranging from obvious misprint

along the tile edge, small missing print, and thin surface crack. The chromatic defects shown in

the first image were successfully detected. The missing print in the second example is much more

difficult to find not only because it is much smaller but also because it tends to blend well in the

busy background. Texems found this missing print in the top-right corner, but also indicated a

possible defect in the top-centre area which is too subjective to determine. The crack in the last

example is even more difficult to localise as it is rather thin and blends well with its background.

The next three example images in Figure 6.6 show lightly textured tile surfaces also with a random

appearance. The textures exhibit a dominant vertical orientation. The proposed method accurately

localised all the defective areas.

Figure 6.7 shows example colour textures from three different tile families with different textu-

ral and chromatic characteristics. In each case the proposed method could find structural and

chromatic defects of various shapes and sizes. Some example graylevel images and their results

are also shown in Figure 6.7 to verify that the new texem framework described in this chapter is

equally applicable to scalar valued images.

Graylevel texems were found adequate for most defect detection tasks where defects were still

reasonably visible after converting from colour to gray scale. However, colour texems were found

to be more powerful particularly for better localisation and when the nature of the chromaticity
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Figure 6.5: Defect localisation - The examples given in the top row show a granite-
like random texture. Defects shown in the next row include various sizes of print errors.
The next three images show a cloud-like random texture with loosely placed texture
primitives. Defects shown in the last row, from left to right, include cracks, surface
defect, and misprints.

defect matters. Two examples are given in Figure 6.8. The first shows a tile image with a defective

region, which is not only slightly brighter but also less saturated in blue. The colour texem method

achieved better results in localising the defect. The second row in Figure 6.8 demonstrates a dif-
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Figure 6.6: Defect localisation - The examples given in the top row are from the same
tile family richly decorated with macro-structure patterns. Defects shown in the next row,
from left to right, include print error, missing print, and thin surface crack. The next three
images show a texture with oriented patterns. Defects shown in the last row, from left to
right, include misprint, missing print, and subtle surface crack.

ferent type of defect which clearly possesses a different hue from the normal background texture.

The colour texems found the affected regions more accurately, while the graylevel texems missed

some defective regions altogether.
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Figure 6.7: Defect localisation - The first row shows example images from three dif-
ferent tile families with different chromato-textural properties. Defect shown in the
next row, from left to right, include misprint, dimps, and bumps. The third row shows
graylevel examples from three different tile families. Defects shown in the last row, from
left to right, include surface hole, missing print, and surface bumps.

The colour texem model was tested on the COLOURSET dataset comprising 1018 tile samples.

It obtained a defect detection accuracy rate of 91.1%, with sensitivity at 92.6% and specificity at

89.8% on 10 different families of tiles consisting of 561 normal samples and 457 defective samples
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Figure 6.8: Defect localisation comparison: left column - original textures with print
errors, middle column - results using graylevel texems, right column - results using colour
texems.

Table 6.1: COLOURSET results using colour texems (values are %s)
No. Tile Type specificity sensitivity accuracy
1 PRAN 90.4 96.2 94.5
2 ARDES 83.3 100 90.9
3 BSAT 90.0 93.8 92.5
4 CSA 89.3 86.9 88.3
5 DJZU 80.0 90.0 85.0
6 GRAN 80.0 100 88.9
7 BJUP 90.0 96.2 93.5
8 KNGY 90.7 96.8 92.1
9 SONE 90.2 82.6 88.4

10 WBOT 91.3 86.5 89.4
Overall 89.8 92.6 91.1

(see Table 6.1).

6.4 Results: Evaluation using VisTex Collages

To evaluate the accuracy of the proposed method, again the set of 28 image collages made up from

textures in the MIT VisTex database [112] are used. As detailed in Chapter 3, up to 5 texture
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images were used to generate one collage. In each case the background is the learnt texture for

which colour texems are generated and the foreground (disk, square, triangle, and rhombus) is

treated as the novelty to be detected. Note again, this is not texture segmentation, but rather defect

segmentation. The foreground is set to occupy 50% of the whole image to allow the sensitivity

and specificity measures have equal weights.

Table 6.2: Novelty detection comparison on VisTex collage images (values are %s).

Escofet’s Method Colour Texems
No. specificity sensitivity accuracy specificity sensitivity accuracy

1 95.6 82.7 89.2 91.9 99.9 95.9
2 96.9 83.7 90.3 84.4 100 92.1
3 96.1 61.5 79.0 91.1 99.8 95.4
4 98.0 53.1 75.8 97.0 92.9 95.0
5 98.8 1.5 50.7 92.1 98.8 95.4
6 96.6 70.0 83.4 96.3 98.6 97.4
7 98.9 26.8 63.2 98.6 79.4 89.0
8 91.4 74.4 83.0 89.6 99.8 94.7
9 90.8 49.0 70.1 86.4 100 93.1

10 94.3 7.2 51.2 92.8 99.6 96.2
11 94.6 8.6 52.1 96.3 90.8 93.6
12 86.9 44.0 65.7 88.4 98.8 93.5
13 96.8 71.0 84.0 91.0 91.9 91.5
14 90.7 95.2 93.0 82.5 100 91.1
15 98.4 27.2 63.2 96.5 76.3 86.5
16 95.5 43.0 69.3 96.3 71.2 83.8
17 80.0 56.5 68.2 83.5 98.7 91.1
18 73.9 60.4 67.2 83.9 96.5 90.2
19 84.9 52.0 68.4 90.4 71.3 80.9
20 94.4 52.0 73.2 95.1 88.8 91.9
21 94.0 48.9 71.6 95.8 75.9 85.9
22 95.8 23.4 60.0 92.2 72.0 82.2
23 97.1 35.1 66.5 93.6 67.8 80.9
24 89.4 46.4 67.9 81.6 98.1 89.8
25 82.6 92.9 87.7 88.3 100 93.9
26 94.5 55.3 74.9 94.3 92.2 93.2
27 93.9 36.5 65.2 85.9 98.9 92.4
28 81.2 55.3 68.3 82.0 95.2 88.6

Overall 92.2 50.5 71.5 90.6 91.2 90.9

First, the proposed method was compared against a Gabor filtering based novelty detection method

[49]. Gabor filters have been widely used in defect detection, see [49, 83] for typical examples.

The work by Escofet et al. [49], referred to here as Escofet’s method, is the most comparable

to ours, as it is (a) performed in a novelty detection framework and (b) uses the same defect fu-
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Figure 6.9: Novelty detection comparison on collage images - see text for details.
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Figure 6.10: A comparison plot for Escofet’s Gabor filter bank based method, graylevel
texem analysis in RGB channels, graylevel texem analysis in image eigenchannels, and
colour texem analysis without factorisation of data.

sion scheme across the scales. Thus, following Escofet’s method to perform novelty detection

on the synthetic image collages, the images were filtered through a set of 16 Gabor filters, com-

prising four orientations and four scales. The texture features were extracted from the filtering

responses. Feature distributions of normal samples were then used for novelty detection. The

same logical process was used to combine defect candidates across the scales. More details can be

found in [49] and in Chapter 2. The overall detection accuracy of 71.5% by Escofet’s method was

significantly lower than the proposed method (see Table 6.2). A more elaborately designed tradi-

tional classification scheme and more finely tuned parameters may improve Escofet’s Gabor filter

based performance, however, the training stage and the detection process will inevitably become

lengthier and more difficult to control. Recall that graylevel texem analysis in RGB channels gave

an overall accuracy of 79.1% (see Table 5.2) which also outperforms Escofet’s filter bank based

method. Graylevel texem analysis in decorrelated image eigenchannels improved the overall ac-

curacy to 84.7% (see Table 5.2). For colour texems, an overall detection accuracy of 90.9% with

91.2% sensitivity and 90.6% specificity provides the best set of results (see Table 6.2).

A non-filtering method using LBPs [122] was also investigated for novelty detection. The LBP

coefficients were extracted from each RGB colour band. The estimation of the range of coeffi-

cient distributions for normal samples and the novelty detection procedures were the same as that

described in Section 6.2.2. Results showed that LBP performed very poorly, although a more

sophisticated classifier may improve the performance.
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Some novelty detection results on those image collages are shown in Figure 6.9. Collage images

are shown in the first column, followed by results of Escofet’s method in the second column.

The third column presents the novelty detection results using graylevel texem analysis in image

RGB colour channels. Proposed colour space factorisation using principal component analysis, as

described earlier in Chapter 5, achieved better results as shown in the fourth column. The full 3D

model of the colour texems, which takes into account interspectral and intraspectral interactions

simultaneously, gave the best results as illustrated in the last column.

Figure 6.10 shows a plot of the results for all these four methods. The filtering based approach

consistently performed poorer than the colour texems with one exception in test number 14, in

which the result was marginally better than that of colour texems. The foreground texture in

this collage has a relatively larger charomato-textural difference from the background. All four

methods achieved very good accuracy on this collage, above 90%. There were three occasions

when graylevel texems in separate channels performed slightly better than colour texems, for

collages 7, 16, and 21. In each of these cases a reasonably good channel separation was obtained

leading to good discrimination. On average, colour texems performed 19.0% better in overall

accuracy than Escofet’s method, 11.8% better than graylevel texems in RGB channels, and 6.2%
better than graylevel texems in image eigenchannels.

There are two important parameters in the texem model, the size of texems and the number of

texems. In theory, the size of the texems is arbitrary, thus, it can easily cover all the necessary

spatial frequency range. However, for the sake of computational simplicity, a window size of

5 × 5 or 7 × 7 across all scales generally suffices. The number of texems can be automatically

determined using model order selection methods, such as Minimum Description Length (MDL)

[140], though they are usually computationally expensive. Generally, images with more chromato-

textural variations need more texems to represent them. In application to defect detection on

ceramic tiles, the random patterns differ from one family to another in terms of chromatic and

textural properties. In order to cope with the variations, we used a slightly larger number of

texems to generalise the textures. Consistent performance with little variation was found when

using 12 to 16 texems. Naturally, the more the number of texems, the higher the computational

costs. Thus, in this application 12 texems in each scale was used for over 1000 tile images and

collages.

6.5 Alternative Applications

Two other applications of texems are described briefly in this section to illustrate their versatility

in dealing with varied problems.
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Figure 6.11: Snake segmentation and colour normalisation - first row: Two normal and
two abnormal TM images; second row: Snake segmentation results on TM images to
localise TM regions; third row: Colour normalisation - from left to right: reference TM
without highlights, pre and post-normalisation of a normal and a defective TM.

In section 6.5.1, an application of the colour texem model to finding abnormalities in medical

images is demonstrated. These images are significantly different from tile images. Particularly,

the illumination condition is very difficult to control and there is quite a lot interference from

regions of no interest.

Texems are essentially image representations. It is possible to use them for other purposes than

defect detection, for example image segmentation. As each texem is a representation of a group

of image patches from the image, it can be treated as the centre of cluster for those image patches

and perform segmentation. In section 6.5.2, the colour texems are used to segment microscopic

images of ink jet printed tiles for colour dot separation and modelling. As multiscale texems are

involved, interscale fusion is used to refine the segmentation.

6.5.1 Detecting defects in tympanic membrane images

Here, a method to detect abnormalities in colour tympanic membrane images using colour texems

is briefly presented. The tympanic membrane (TM), also commonly known as the eardrum, is a

thin membrane that divides the ear canal from the middle ear. The TM vibrates in response to
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level n = 1 level n = 2

level n = 3 level n = 4

Figure 6.12: Defect localisation - from top left: initial TM image, after segmentation
and colour normalisation, defect probability maps at all 4 scales, fused defect map, and
detected defects (and saturated highlights).

Figure 6.13: Defect localisation examples.

sound, and enables it to be passed along the middle ear bones, through the inner ear and up to

the brain. Abnormalities of the TM include perforations, retractions, otitis media (fluid build up

behind the TM) and cholesteatoma (infection within the middle ear cleft). These have various

consequences for patients if left untreated, including hearing loss and major infection, and so need

to be detected early, particularly in children. Examples of normal and abnormal TM are shown in

the first row of Figure 6.11 (note the saturated highlight regions originating from the illumination

source of the otoscope).

Due to the high variations of skin colour, ear canal geometry, and illumination conditions, the

appearance of the tympanic membrane and its surrounding regions are significantly different from

one patient to another. It is then important to localise the regions of interests and to perform some

pre-processing before actually finding the defects. Thus, a deformable contour model (snake) is

used to firstly localise the membranes, as a snake can naturally adapt to shape variations. The gen-

eralised version [194] of the well-known gradient vector flow (GVF) snake is adopted to segment

regions of interest. However, implicit representation of the generalised GVF (GGVF) using level

set techniques [148] is used so that the snake can handle topological changes and represent shapes

more accurately. The second row in Figure 6.11 shows some snake localisation results.
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The snake segmented TM regions are then processed to minimise colour variations. A reference

TM image is selected from the training samples for colour normalisation based on histogram

specification, which was also used for luminance correction for ceramic tiles in Chapter 3. Two

colour normalisation examples, one for a normal and one for an abnormal example, are shown in

the last row of Figure 6.11.
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Figure 6.14: Flow chart of the Tympanic Membrane abnormality detection.

Next, colour texems are learnt to represent the surface properties of defect-free TM regions. The

same procedure as that described in Section 6.2 is again applied to detect and localise defective

regions in unseen TM images. Briefly, the TM images under inspection are also layered into the

same multiscale framework and image patches are examined against the learnt texems. Regions

with data likelihoods lower than the automatically derived thresholds are assigned as potential

defects. Logical combination rules are then applied to fuse the defects, if any, across the scales to

produce the final defect regions (see Figure 6.12 for an example). Some experimental results are

shown in Figure 6.13. Figure 6.14 illustrates the overall learning and detection procedures.

6.5.2 Ink-dot image segmentation

The tile industry has recently seen advances in ink-jet printing of tiles. This printing technique is

faster than traditional methods and more importantly, it can produce very complex patterns. It is

important for the tile industry to understand printing and ink characteristics in ink jet printing in

order to faithfully reproduce colours and patterns, i.e. to predict the colour appearance based on ink

measurements. A full understanding of the relationship can be attempted using colour prediction

models. As part of the process, this involves segmenting the ink jet printed tile images of halftone

designs, where the images are captured under microscope to achieve the resolution necessary to

perceive individual ink dots. Here, the colour texems are used to perform the segmentation task.

It can be recalled from Section 6.2.1 that each image patch from an image has a measurable
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Figure 6.15: One-dimensional analogy of the quadtree structure (empty circles denote
leaf nodes).

relationship with each texem according to the posterior, p(mk|Zi,Θ), which can be conveniently

obtained using Bayes rule as shown in (6.15). Thus, every texem can be viewed as an individual

textural class component, and the posterior can be regarded as component likelihood. Each pixel

in the image then can be labelled with texems using the component likelihood. However, the

partitions at each scale have to be combined across scales to find the final segmentation. Next,

the segmentation procedure and interscale fusion using a simple quadtree structure are briefly

described.

A Partition and interscale fusion

The ink dot image is first laid out in the multiscale framework as described in section 6.2.1. The

colour texems are then obtained by applying the EM based parameter estimation. In order to

perform image segmentation, each pixel needs to be assigned a class label, c = {1, 2, ...,K}. So,

for each scale n, there is a random field of class labels, C(n). The probability of a particular image

patch, Z(n)
i , belonging to a texem (class), c = k,m(n)

k , is determined by the posterior probability,

p(c = k,m(n)
k |Z(n)

i ,Θ(n)) simplified as p(c(n)|Z(n)
i ), given by:

p(c(n)|Z(n)
i ) =

p(Z(n)
i |m(n)

k )α(n)
k∑K

k=1 p(Z
(n)
i |m(n)

k )α(n)
k

. (6.22)

The class probability at given pixel location (x(n), y(n)) at scale n then can be estimated according

to

p(c(n)|(x(n), y(n))) = p(c(n)|Z(n)
i ). (6.23)

Note different patch sizes can be used across the scales. Thus, this labelling assignment procedure

initially partitions the image in each individual scale. As the image is laid hierarchically, there is

inherited relationship among parent pixel and children pixels. Their labels should also reflect this

relationship. Next, based on initial labelling, the partitions across all the scales are fused together

to produce the final segmentation map.
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Figure 6.16: Unsupervised ink dot image segmentation - first row: original microscopic
ink dot image with one ink pattern and the hand-labelled result; second row: the colour
texem based segmentation result and the error map; third row: original microscopic ink
dot image with two ink pattern and the hand-labelled result; fourth row: the colour texem
based segmentation result and the error map.
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Table 6.3: Testing results of ink dot image segmentation accuracy (values are %s)
Image No. Ink type 1 Ink type 2 Background Overall

1 98.2 86.0 83.9 87.8
2 96.8 - 90.2 94.0
3 82.1 90.4 86.5 85.8
4 86.0 - 93.6 90.6
5 94.2 - 93.1 93.6
6 88.7 86.5 85.9 87.5
7 97.7 - 95.6 96.9

Overall - - - 90.9

The class labels c(n) are assumed conditionally independent given the labelling in the coarser scale

c(n+1). Thus, each label field C(n) is assumed only dependent on the previous coarser scale label

field C(n+1). This structure offers efficient computational processing, yet the desirable capability

to capture complex spatial dependencies in the segmentation. The label field C(n) becomes a

Markov chain structure in the scale variable n, which can be expressed as:

p(c(n)|c(>n)) = p(c(n)|c(n+1)), (6.24)

where c(>n) = {c(i)}li=n+1 are the class labels at all coarser scales than the nth, and p(c(l)|c(l+1)) =
p(c(l)) as l is the coarsest scale. The coarsest scale segmentation is directly based on the initial

labelling.

A quadtree structure for the multiscale label fields is assumed, and c(l) only contains a single

pixel. Figure 6.15 demonstrates the quadtree structure. A more sophisticated context model can

be used to achieve better interaction between child and parent nodes, e.g. a pyramid graph model

[28]. However, for simplicity and efficiency, the quadtree structure is adopted to model the label

structure. The transition probability p(c(n)|c(n+1)) can be efficiently calculated using a lookup

table. The label assignment at each scale are then updated, from coarsest level to the finest level,

according to the joint probability of the data probability and the transition probability:

{
ĉ(l) = arg maxc(l) log p(c(l)|(x(l), y(l))),
ĉ(n) = arg maxc(n){log p(c(n)|(x(n), y(n))) + log p(c(n)|c(n+1))} ∀n < l.

(6.25)

Thus, the image segmentation is refined from the coarsest level down to the finest level with due

consideration to both neighbouring and parent pixels. The segmented regions will be smoother

and small isolated holes will be filled in.
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B Experimental Results

The method was tested on microscopic ink dot images with different halftone patterns, and com-

pared against hand-labelled results. Figure 6.16 shows two example ink dot images printed on

tile surfaces. One is a single ink dot image and the other contains two types of ink dots. It was

segmented into 2 and 3 classes respectively, each ink-printed region and background ink. The

colour texems used were 5× 5, and were learnt from 4 scales for each inkdot image. Each texem

represents a cluster of ink patches (or background patches). The image is thus labelled and later

refined using the quadtree structure context model. The results are shown in Figure 6.16, which

also shows the hand-labelled segmentation and the error maps (the difference between automatic

segmentation and manual segmentation).

Table 6.3 shows the statistical results of the automatic segmentation measured based on manual

labelling. The test images contain single ink and double ink printed tile surfaces. An overall

accuracy of 90.9% was achieved.

6.6 Summary

In this chapter, a different inference procedure for the learning model is introduced to deal with

colour texems so that it can be generally applied to both scalar and vector-valued data. A mixture

model was used to learn these texems. The method required only a few defect free samples for

unsupervised training to detect defects in random colour textures. Multiscale analysis was also

used to reduce the computational costs and to localise the defects more accurately. It was evaluated

on both synthetic image collages and a large number of tile images with various types of physical,

chromatic, and textural defects. The comparative study showed texem based local contextual

analysis significantly outperformed a filter bank method and the LBP based texture features in

novelty detection. Also, it revealed that incorporating interspectral information was beneficial,

particularly when defects were chromatic in nature. The ceramic tile test data was collected from

several different sources and had different chromato-textural characteristics. This showed that

the proposed work was robust to variations arising from the sources. However, better accuracy

comes at a price. The colour texems can be 10 times slower than the grayscale texems at the

learning stage. They were also much slower than the Gabor filtering based method but had fewer

parameters to tune. The computational cost, however, can be drastically reduced by performing

window-based, instead of pixel based, examination at the training and testing stages. Also, there

are methods available, such as [52], to compute the Gaussian function, which is a major part of

the computation, much more efficiently.
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Alternative applications of the colour texem model were also presented. The first one was to

detect abnormalities in colour images of tympanic membranes. The process started with region-

of-interest segmentation using an active contour model, a geometric GGVF snake. The GGVF

snake has been used by many researchers to for segmentation, however, it was implemented in a

geometric snake framework using the level set method to gain topological freedom (more details

of this can be found in [187]). The extracted membrane regions were then passed to texems for

colour texture analysis in order to find defects, if any. The second application was to segment ink

jet printed microscopic tile images. As a mixture model was used to derive the colour texems, it

was natural to classify image patches based on posterior probabilities. Thus, an initial segmenta-

tion of the image in multiscale was obtained by directly using the posteriors. In order to fuse the

segmentation from different scales together, the quadtree context model was used to interpolate

the label structure, from which the transition probability was derived. Thus, the final segmentation

was obtained by top-down interscale fusion. The results were compared against manual labelling

to assess the segmentation accuracy. The method may be directly used for colour texture segmen-

tation. However, it can be improved in several ways. Firstly, a more complex context model can

be used instead of the quadtree structure in which each pixel label only depends on one class label.

Secondly, some natural textures may contain very complex scenes. A texture region may contain

multiple textural elements. In other words, multiple texems may be needed to describe a single

multi-modal textural region. Thus, texem grouping may be necessary to segment more complex

images, e.g. natural scenes, where multi-modal textures often appear.



Chapter 7

CONCLUSIONS AND FUTURE WORK

7.1 Conclusions

The aim of this thesis was to develop texture analysis techniques for defect detection on colour

random texture surfaces, in particular ceramic tile surfaces, on which patterns are usually richly

decorated and exhibit complex random appearance. The image datasets originated from different

sources within the MONOTONE project. The thesis covers the issues of data preparation and

image pre-processing, colour tonality inspection, and local chromato-textural defect detection.

Image preprocessing for luminance compensation was necessary for stringent chromato-textural

inspection. For each image, a 2D illumination field was generated and inspected for uniformity for

both radial and line-scan cameras. However, both dimensions of the illumination field for radial

camera were in the spatial domain, whereas the second dimension for that of a line-scan camera

was in the temporal domain. For images captured by the radial camera, representative patches

were used to correct the image using histogram specification. Parametric cosine-fourth based

luminance and nonparametric profile based methods were investigated for luminance correction

for the line-scan camera. Experimental results suggested that the profile based approach not only

performed faster but also achieved better results, in particular when there were local irregularities

that parametric models found difficult to explain and approximate. Other nonlinear polynomial

fittings could be used instead of the cosine fourth function, yet it would still rely on a hypothesised

model and parameterisation. The median profile based luminance correction turned out to be a

simple but effective and reliable method in this application.

Colour tonality issues are perceived as global appearance abnormalities. They are generally con-

cerned with consistency from surface to surface. In the ceramic tile industry, changes in tonality

during production is usually gradual and subtle which make it very difficult for prompt human
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judgement. Recent research in colour tonality inspection has suggested that using global measure-

ments, such as statistics from the colour histogram, is highly appropriate and can achieve good

results, e.g. [15, 16]. The inspection process thus was generally treated as a global colour distribu-

tion test. However, given the absence of spatial neighbourhood exploitation in histogram analysis,

global statistics alone can struggle in discriminating subtle colour differences.

We proposed that local colour distribution was also important in characterising surface colour

tonality. It was also revealed that chromatic noise could largely demolish the tonality differences

when using histogram based methods. This noise effect was examined through a PCA process

which showed that it was generally introduced by non-uniformity along the line-scan camera ac-

quisition line and temporal inconsistency in the imaging system. Smoothing proved beneficial as

it improved the overall performance compared to direct colour tonality comparison. A localised

feature vector was then derived by computing the local common vector and its related statistics

resulting in a higher dimensional colour tonality feature space. Again, PCA was used to generate

a reference eigenspace, in which defect-free tonality was well represented and more reliable chro-

matic features were obtained. PCA analysis of reconstructed defect-free and defective samples

based on the reference eigenspace showed that the reconstructed images were much less affected

by noise interference. Improved performance was achieved when using the proposed eigenspace

feature vector. The training was based on defect-free samples only, and the testing images were

examined with a simple parametric classifier.

There is a considerable body of work on detecting abnormalities in textured images of various

types of material surfaces, such as textile and wood. The methods employed in these studies range

from statistical, through structural, and signal processing, to model based approaches. However,

there is still relatively limited research in defect detection on random textures, particularly random

colour textures.

Texture decorations on ceramic tile surfaces usually exhibit complex patterns with random ap-

pearance. Filter bank based approaches, as applied in [20, 68, 49, 77, 82, 163, 12, 113, 93], can

be adopted to detect defects in such random textures using discriminate analysis based on filter

responses. However, difficulties arise when processing 3D data, e.g. colour images. Filtering

generally requires factorisation of the 3D space.

Several works have suggested that image patch based local contextual analysis is a promising

alternative approach to random texture analysis, such as [70, 177]. They have shown that textures

with global structures can be discriminated based on distribution of local measurement. In fact,

filtering responses too are generally based on image pixels and their local neighbourhoods which

indeed supports the idea of analysing textures based on local spatial interactions. However, works

such as [177] proved that analysing textures directly based on local context could perform better

without dedicated filter bank design and related parameter tuning.
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This work condones local contextual texture analysis and proposed a simple two-layer generative

model, the texem model, to represent images of random and regular textures. An image was

considered as a superposition of a collection of texems, primitive representations encapsulated

in image patches at various sizes. Each texem was described by a matrix containing mean pixel

values and corresponding variance that determines the variation at each pixel position in the texem.

The texems had to be in various sizes in order to model sufficient spatial interactions. This also

alleviated the difficulties in finding the optimum patch size. Alternatively, multiscale fixed-size

texems were used to save computational costs.

Texems are implicit texture representations and remove the need to explicitly defining and extract-

ing texture primitives. Each texem encapsulates partial or multiple primitives and is a compact yet

comprehensive representation.

In application to defect detection, it seems intuitive that image patches extracted from images

within the same texture family share the same texture primitives which govern the visual consis-

tency for that product family. The learnt texems from given samples were then capable of de-

scribing the textural characteristics of the whole family, based upon which the inspection process

took place by examining the same-source similarity. Thus, the learning process of the generative

model was a bottom-up procedure. A few given defect-free samples were split into various size

patches which were then condensed into a small number of primitive representations. A multiscale

approach was adopted for computational efficiency.

In this study, unsupervised novelty detection was used instead of conventional supervised clas-

sification. In the training stage, the lower bounds for the defect-free samples at each scale were

automatically derived based on data likelihoods, measured according to the learnt texems. Then,

in the testing stage, the data likelihoods at each scale were measured and compared with those

of training samples, resulting in multiscale potential defect maps which were later combined into

the final defect map using logical processes based on the assumption that true defects should ap-

pear in two consecutive scales. Thus, the defect detection task was accomplished based on only

defect-free samples without dedicated collections of defective samples.

The learning of the texems can be carried out in various forms dependent on data structure and

computational requirement. For graylevel images, the Gaussian Mixture Model was used to ab-

stract the texems from given images. Image patches were projected into a higher dimensional

space, in which EM based mixture modelling was performed. Each Gaussian component was

treated as a texem representation. The mixture coefficient then can be generally viewed as a mea-

surement of the number of image patches associated to a particular texem.

The extension of the texem model to colour texture analysis was performed via two different

approaches. In the first, the colour space was factorised into three channels, from which a reference
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eigenspace was established from defect-free samples, a similar approach to that involved in colour

shade inspection. Thus, images were decomposed into uncorrelated channels to minimise the

loss of information due to data factorisation. Multiscale graylevel texem based defect detection

was then carried out in each channel, and defects across scales and channels were fused together

afterwards. In the second, a full 3D texem model was derived without data factorisation and patch

vectorisation. Texems were also modelled by mixture of components. However, each component

was modelled by a product of Gaussians, instead of a single Gaussian, based on the assumption of

conditional independence among neighbourhood pixels. Similar multiscale and novelty detection

processes were used for defect detection.

The proposed local contextual based defect detection methods were tested on datasets that came

from various sources, each of which had its own chromato-textural properties. Good classifica-

tion accuracy was achieved on these datasets. This demonstrated the robustness of the proposed

methods towards variations in different datasets.

In order to evaluate the spatial accuracy of the proposed defect detection methods, a collection of

VisTex image collages was generated for novelty detection tests. Experimental results showed that

uncorrelated data decomposition was better than direct correlated channel separation. Moreover,

handling inter-spectral and intra-spectral interactions simultaneously through the full 3D texem

model further improved the overall performance, but at some computational cost. The proposed

methods also performed better when compared with a Gabor filter bank based method.

The concept of texems was examined on other applications. An application to abnormality detec-

tion in colour eardrum images provided promising results. The method started by segmenting the

region of interest using a geometric active contour, followed by colour texem analysis. Texems

can also be used for image segmentation and this was demonstrated by segmenting microscopic

ink dot images. Each texem was considered as the centre of a cluster of image patches. Thus, the

ink dot image was labelled in multiscale based on corresponding colour texems. A quadtree struc-

ture was adopted to model the interscale relationship, based on which segmentations in individual

scales were fused together to generate the final segmentation map. These alternative applications

demonstrate the potential of the texem model in solving texture-related problems.

7.2 Contributions

The contributions of this thesis are summarised as follows:

1. Colour Tonality Inspection. A multidimensional histogram method to inspect colour tonality
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on colour textured surfaces was proposed. Vector directional processing and PCA based

feature extraction were performed to discriminate subtle colour tonality changes.

2. The Texem Model and its Application to Defect Detection. A novel two layer generative

texem model was proposed to represent images. An efficient graylevel texem learning

scheme was developed and used for defect detection. The method was implemented in a

novelty detection framework using only defect-free samples.

3. Texem Analysis in Image Eigenchannels. An efficient extension of the graylevel texems to

defect detection on colour images was developed. A PCA based decomposition scheme

was used to obtain decorrelated image channels in which graylevel texem analysis was per-

formed.

4. Colour Texems. The texem model was further extended into a full 3D model in which

inter-spectral and intra-spectral relationships were simultaneously modelled. This extension

resolved the issues related to data factorisation and image patch vectorisation.

5. Minor Contributions: (a) Efficient and effective luminance correction methods for both

radial and line scan cameras were developed. (b) A medical application of the colour texem

model was presented, i.e. detecting abnormalities in tympanic membrane images. (c) An

unsupervised image segmentation method was proposed to segment colour ink dot images.

7.3 Future Work

The number of texems at the learning stage was selected empirically in this study. Experimental

results showed that 12 texems was about the right number needed for the ceramic tile textures.

However, it is possible to automatically determine the number of texems by applying model order

selection criteria, e.g. MDL, as part of future work.

Although the main objective of this thesis was not to obtain real-time performance techniques,

the computational costs of the proposed methods are relatively high, particularly the colour texem

model. As mentioned earlier in Chapter 6, texem generation can be accelerated drastically by

examining the test image at lower spatial sampling. Other techniques, such as fast Gaussian com-

putations, e.g. as in [52], are worth investigating to speed up the training and testing.

In Chapter 6, we showed texems could be applied to image segmentation. However, for some

natural colour images, a textural region may contain multiple visual elements and display complex

patterns. A single texem might not be able to fully represent such a textural region. In this case,

texems can be grouped together to represent a “multimodal” texture region. Here, we further
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emphasise the potential of texems for image segmentation by briefly demonstrating a possible

approach using a simple but effective grouping method proposed by Manduchi [105, 106]. A

more elaborate treatment of this approach is worth investigating as part of future work.

The basic strategy is to group some of the texems based on their spatial coherence. The grouping

process takes the form:

p̂(Zi|c) =
1

β̂c

∑
k∈Gc

p(Zi|mk)αk,

β̂c =
∑
k∈Gc

αk, (7.1)

where Gc is the group of texems that are combined together to form a new cluster c which labels

the different texture classes, and β̂c is the new prior for cluster c. The mixture model thus can be

reformulated as:

p(Zi) =
K̂∑

c=1

p̂(Zi|mk)β̂(c), (7.2)

where K̂ is the number of texture regions which can be automatically determined using model

order selection methods. Equation (7.2) shows that pixel i in the centre of patch Zi will be assigned

to the texture class c which maximises p̂(Zi|c)β̂(c), i.e.

c = arg max
c

p̂(Zi|c)β̂(c)

= arg max
c

∑
k∈Gc

p(Zi|mk)αk. (7.3)

The grouping as given in (7.2) is carried out based on the assumption that the posterior proba-

bilities of grouped texems are typically spatially correlated. The spatial coherency of two texem

components is measured based on the Maximum Description Criteria (MDC) [105, 106]. For two

original mixture models, the descriptiveness D is defined as:

D =
K∑

j=1

Dj,

Dj =
∫
p(Zi|mj)p(mj |Zi)dZi =

E[p(mj |Zi)2]
αj

, (7.4)

where E[.] is the expectation computed with respect to p(Zi). The descriptiveness decreases dras-

tically when well separated texem components are grouped together, but decreases very slowly

when spatially correlated texem component distributions merge together. Thus, the texem group-
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Figure 7.1: Unsupervised image segmentation.

Figure 7.2: The patch size on the region boundary is preferred to be smaller such that
only one type of texture is included.

ing should search for smallest change in descriptiveness, ∆D. This strategy is known as MDC.

The algorithm proposed in [105] can be followed to greedily group two texem components, mj

and mk, at a time with minimum ∆Djk:

∆Djk =
αkDj + αjDk

αj + αk
− 2E[p(mj |Zi)p(mk|Zi)]

αj + αk
. (7.5)

We can see that the first term in (7.5) is the maximum possible descriptiveness loss when group-

ing two texems, and the second term in (7.5) is the normalised cross correlation between the two

texem component distributions. However, since one texture region may contain different texem

components that are significantly different to each other, it is beneficial to smooth the posterior

probabilities as proposed in [106] such that a pixel that originally has high probability to just

one texem component will be softly assigned to a number of components that belong to the same

“multimodal” texture. After grouping, the segmentation is performed according to (7.2). A multi-

scale approach as presented in Chapter 6 can be used. Figure 7.1 shows some initial segmentation
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results.

The assumption of spatial coherency may not be always valid which will lead to dissimilar texems

being grouped together. As part of future work, we shall investigate additional constraints towards

texem grouping. The work can be further extended based on the fact that for segmentation pur-

poses the patch size on the region boundary is preferred to be smaller so that only one type of

texture is included in order to obtain higher spatial accuracy. A dynamic patch generating scheme

based on a split and merge procedure before texem learning could be used as illustrated in Figure

7.2.
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Appendix A

EM ALGORITHM FOR GRAYLEVEL

TEXEMS USING GAUSSIAN MIXTURE

MODEL

As before, let Zi be the ith image patch, mk = {µk,ωk} the kth texem, S the patch pixel grid

with size d = N ×N , P the number of image patches, and K the total number of texems. Here,

each texem is characterised by a multivariant Gaussian distribution:

p(Zi|mk) =
1√

(2π)d|ωk|
exp{−1

2
(Zi − µk)

T ω−1
k (Zi − µk)}. (A.1)

Thus, the texem generative model is derived by solving the parameters of a standard Gaussian

mixture model:

p(Zi|θ) =
K∑

k=1

p(Zi|mk)αk, (A.2)

where θ = {αk,µk,ωk}Kk=1 is the graylevel texem parameter set containing αk, which is the

prior probability of the kth texem constrained by
∑K

k=1 αk = 1, the mean µk, and the covariance

ωk.

The log-likelihood expression for this density from the data Z is given by:

log p(Z|K, θ) =
P∑

i=1

log p(Zi|θ) =
P∑

i=1

log(
K∑

k=1

p(Zi|mk)αk). (A.3)

As it contains the log of sum, it is difficult to optimise [10]. One may make use of Jensen’s in-

equality to convert (A.3) into a form of summing of logs. However, if the information of which
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component generated each data point, in this case image patch, was available the problem of deter-

mine the texem parameters would be straightforward. Thus, we consider a hypothetical complete

data set by assuming Z is incomplete and there exist unobserved data items Y = {yi}Pi=1 speci-

fying which texem generated the image patch. The likelihood for this complete data is then given

by:

log(L(Θ|Z,Y)) = log(p(Z,Y|Θ))

=
P∑

i=1

log(p(Zi|yi)p(y)) (A.4)

=
P∑

i=1

log(p(Zi|θyi)αyi).

Assuming the knowledge of which texem generated each image patch is available, the complete

data log likelihood function can be decomposed into a sum of independent terms [11]. However,

the data Y is hidden. Therefore, we start with a guess that θ(t) = (α(t)
1 , ...,α

(t)
K ,µ

(t)
1 , ...µ

(t)
K ,

ω
(t)
1 , ...ω

(t)
K ) are the parameters of the mixture model and then use these to work out the probability

distribution of hidden data. The mixing parameters, αk can be computed using Bayes’ theorem:

p(yi|Zi, θ
(t)) =

α
(t)
yi p(Zi|θ(t)

yi )
p(Zi|θ(t))

=
α

(t)
yi p(Zi|θ(t)

yi )∑K
k=1 α

(t)
k p(Zi|θ(t)

k )
. (A.5)

Thus, the expectation step of the EM algorithm finds the expected value of the complete data

loglikelihood given the observed data and the current parameter estimations:

Q(θ, θ(t)) =E[log p(Z,Y|θ)|Z, θ(t)]

=
∑
y∈Υ

log(L(θ|Z,y))p(y|Z, θ(t)) (A.6)

=
K∑

k=1

P∑
i=1

log(αk)p(mk|Zi, θ
(t)) +

K∑
k=1

P∑
i=1

log(p(Zi|θk))p(mk|Zi, θ
(t)).

At the maximisation step, the term containing αk and the term containing θk can be maximised

independently. Thus, the parameters can be solved by taking the derivative with respect to each

parameter and setting it equal to zero. However, for the mixing parameter αk, we need to take into

the constraint that
∑

k αk = 1 by introducing the Lagrange multiplier λ and solving the following
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equation:

∂

∂αk

( K∑
k=1

P∑
i=1

log(αk)p(mk|Zi, θ
(t)) + λ(

∑
k

αk − 1)
)

= 0

P∑
i=1

1
αk

p(mk|Zi, θ
(t)) + λ = 0. (A.7)

Summing both sides of (A.7) over k and noticing that
∑

k αk = 1 and
∑K

k=1 p(mk|Zi, θ
(t)) = 1,

we obtain λ = −P which leads to:

αk =
1
P

P∑
i=1

p(mk|Zi, θ
(t)). (A.8)

The texem parameters θk then can be solved by taking the log of (A.1) and substituting into the

second term in the right side of (A.6):

K∑
k=1

P∑
i=1

log(p(Zi|µk,ωk))p(mk|Zi, θ
(t))

=
K∑

k=1

P∑
i=1

log(
1√

(2π)d|ωk|
exp{−1

2
(Zi − µk)

T ω−1
k (Zi − µk)})p(mk|Zi, θ

(t)). (A.9)

Ignoring any constant and taking the derivative of (A.9) with respect to µk and setting it to zero:

∂

∂µk

( K∑
k=1

P∑
i=1

log(
1√

(2π)d|ωk|
exp{−1

2
(Zi − µk)

T ω−1
k (Zi − µk)})p(mk|Zi, θ

(t))
)

= 0

∂

∂µk

( P∑
i=1

(−1
2
(Zi − µk)ω

−1
k (Zi − µk))p(mk|Zi, θ

(t))
)

= 0

P∑
i=1

ω−1
k (Zi − µk)p(mk|Zi, θ

(t)) = 0. (A.10)

P∑
i=1

(Zi − µk)p(mk|Zi, θ
(t)) = 0

P∑
i=1

Zip(mk|Zi, θ
(t)) =

P∑
i=1

µkp(mk|Zi, θ
(t))
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Then leads to the solution of µk:

µk =
∑P

i=1 Zip(mk|Zi, θ
(t))∑P

i=1 p(mk|Zi, θ(t))
. (A.11)

In a similar fashion, we can solve the covariance matrix ωk:

ωk =
∑P

i=1 p(mk|Zi, θ
(t))(Zi − µk)(Zi − µk)T∑P

i=1 p(mk|Zi, θ(t))
. (A.12)

Finally, the update equations for the texem parameters of the Gaussian mixture model take the

following forms:

α̂k =
1
P

P∑
i=1

p(mk|Zi, θ
(t)),

µ̂k =
∑P

i=1 Zip(mk|Zi, θ
(t))∑P

i=1 p(mk|Zi, θ(t))
, (A.13)

ω̂k =
∑P

i=1 p(mk|Zi, θ
(t))(Zi − µ̂k)(Zi − µ̂k)T∑P

i=1 p(mk|Zi, θ(t))
.

where p(mk|Zi, θ
(t)) can be written as, according to (A.5)

p(mk|Zi, θ
(t)) =

α
(t)
k p(Zi|θ(t)

k )
p(Zi|θ(t))

=
α

(t)
k p(Zi|θ(t)

k )∑K
k=1 α

(t)
k p(Zi|θ(t)

k )
(A.14)

The EM then iterates by using updated parameters as new estimates.
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Here is a list of publications that result from this thesis. A short abstract is presented for each

publication.

TEXEMS: Texture Exemplars for Defect Detection on Random Tex-

tured Surfaces

Xianghua Xie and Majid Mirmehdi

Abstract - We present an approach to detecting and localizing defects in random color textures

which requires only a very few defect free samples for unsupervized training. It is assumed that

each product image is generated by superposition of various-size image patches with added varia-

tions at each pixel position. Those image patches and their variances are referred to here as textural

exemplars or texems. Mixture models are applied to obtain the texems using multiscale analysis to

reduce the computational costs. Novelty detection on color texture surfaces are performed by ex-

amining the lower bound of normal samples likelihoods on the multiscale defect map of an image

under inspection to localize defects.

In: IEEE Transactions on Pattern Analysis and Machine Intelligence, submitted, 2006.
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Colour tonality inspection using eigenspace features

Xianghua Xie, Majid Mirmehdi, and Barry Thomas

Abstract - In industrial quality inspection of colour texture surfaces, such as ceramic tiles or

fabrics, it is important to maintain a consistent colour shade or tonality during production. We

present a multidimensional histogram method using a novelty detection scheme to inspect the sur-

faces. The image noise, introduced by the imaging system, is found mainly to affect the chromatic

channels. For colour tonality inspection, the difference between images is very subtle and compar-

ison in the noise dominated chromatic channels is error prone. We perform vector-ordered colour

smoothing and extract a localised feature vector at each pixel. The resulting histogram represents

an encapsulation of local and global information. Principal Component Analysis is performed on

this multidimensional feature space of an automatically selected reference image to obtain reliable

colour shade features, which results in a reference eigenspace. Then unseen product images are

projected onto this eigenspace and compared for tonality defect detection using histogram com-

parison. The proposed method is compared and evaluated on a data set with groundtruth.

In: Machine Vision and Applications, volume 16, number 6, pages 364-373, Springer Press, 2006.

Localising Surface Defects in Random Colour Textures using Multi-

scale Texem Analysis in Image Eigenchannels

Xianghua Xie and Majid Mirmehdi

Abstract - A novel method is presented to detect defects in random colour textures which requires

only a very few normal samples for unsupervised training. We decorrelate the colour image by

generating three eigenchannels in each of which the surface texture image is divided into overlap-

ping patches of various sizes. Then, a mixture model and EM is applied to reduce groupings of

patches to a small number of textural exemplars, or texems. Localised defect detection is achieved

by comparing the learnt texems to patches in the unseen image eigenchannels.

In: Proceedings of the 12th IEEE International Conference on Image Processing, pages (III)1124–

1127, IEEE CS Press, September 2005.
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Texture Exemplars for Defect Detection on Random Textures

Xianghua Xie and Majid Mirmehdi

Abstract -We present a new approach to detecting defects in random textures which requires only

very few defect free samples for unsupervised training. Each product image is divided into over-

lapping patches of various sizes. Then, density mixture models are applied to reduce groupings

of patches to a number of textural exemplars, referred to here as texems, characterising the means

and covariances of whole sets of image patches. The texems can be viewed as implicit represen-

tations of textural primitives. A multiscale approach is used to save computational costs. Finally,

we perform novelty detection by applying the lower bound of normal samples likelihoods on the

multiscale defect map of an image to localise defects.

In: Proceedings of the 3rd International Conference on Advances in Pattern Recognition, pages

404–413, Springer LNCS 3687, August 2005.

Detecting Abnormalities in Tympanic Membrane Images

Xianghua Xie, Majid Mirmehdi, Richard Maw, and Amanda Hall

Abstract - We present a method to detect abnormalities in colour tympanic membrane (eardrum)

images. The method first uses a geometric snake to localise the regions of interest and normalise

the colour pixels based on a reference image. Then, defect detection and localisation in multiscale

is performed using a statistical model. Initial experimental results (presented) suggest excellent

potential for in-depth progress and validation.

In: Proceedings of the 9th Medical Image Understanding and Analysis, pages 19–22, BMVA Press,

July 2005.

Inspecting Colour Tonality on Textured Surfaces

Xianghua Xie, Majid Mirmehdi, and Barry Thomas

Abstract - We present a multidimensional histogram method to inspect tonality on colour textured

surfaces, e.g. ceramic tiles. Comparison in the noise dominated chromatic channels is error prone.

We perform vector-ordered colour smoothing and generate a PCA-based reconstruction of a query
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tile based on a reference tile eigenspace. Histograms of local feature vectors are then compared

for tonality defect detection. The proposed method is compared and evaluated on a data set with

groundtruth.

In: Proceedings of the 1st International Conference on Image Analysis and Recognition, pages

810–817, Springer LNCS 3212, September 2004.


