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Abstract

Saliency detection explores the problem of identifying regions or objects that stand out from

its surroundings. It is one of the fundamental problems in computer vision, with its appli-

cation widely used in other graphics, vision and robotics tasks. Relative saliency ranking is

a new problem that has been introduced with the idea of determining ranking based on the

differences in the saliency agreement between multiple observers. This approach can lead

to multiple objects being given the same saliency ranks. However, psychology studies and

behavioural observations show that humans shift their attention from one location to another

when viewing an image. This is due to the fact that the human visual system have limited

capacity in simultaneously processing multiple visual inputs. We consider the sequential shift-

ing of attention on objects as a form of saliency ranking, thus, we propose a new problem of

saliency ranking based on attention shift. Although there are methods proposed for predicting

saliency ranks, they are not able to model this human attention shift well. They are primarily

based on ranking saliency values from binary prediction, which does not properly facilitate

saliency rank reasoning between multiple individual objects. In this thesis, we aim to explore

deep learning techniques for learning to rank salient objects by inferring human attention shift.

We first construct a large-scale salient object ranking dataset. We define the saliency rank of

objects by the order that an observer attends to these objects based on attention shift. We then

propose a deep learning model that is built from bottom-up and top-down attention mechanisms

for performing saliency ranking. Our model is evaluated with both quantitative and qualitative

experiments, in which our proposed approach achieves state-of-the-art performance.

Regarding traditional salient object detection, we observe two main issues that lead to

recent techniques failing in real-world complex image scenes. Firstly, most existing datasets

consist of images with simple foregrounds and backgrounds, and limited number of objects that

hardly represent real-life scenarios. Second, current methods only learn contextual features of

salient objects with binary saliency labels. This is not very sufficient for a model to learn high-

level semantics for saliency reasoning in complex scenes. We begin to address these problems
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by constructing a new large-scale dataset with complex scenes rich in context. We then propose

a context-aware saliency network that learns to explicitly exploit the semantic scene contexts

of an image. We perform extensive experiments to demonstrate that our proposed network

outperforms state-of-the-arts. The evaluation also show the effectiveness of leveraging high-

level scene semantics for saliency detection in complex scenarios, while also transferring well

to other existing datasets.
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1. Introduction

1.1 Motivation

Figure 1.1: Two different types of saliency tasks.

Saliency is a concept that describe parts of an image scene, which are considered to attract the

visual attention of a human observer. Those highlighted parts are either regions or objects that

are seen to stand out from their surroundings [31]. The saliency of an image is usually defined

based on the capture of eye-tracking data. Saliency has been modelled in two ways (shown in

Figure 1.1), the first involves in generating a heat-map like saliency map that highlight areas

considered to be salient. The second is formulated as a task of salient object detection, which

the modelling process consists of finding and segmenting salient objects only [32]. In this work

we will focus on segmenting salient objects.

The task of salient object detection has seen great research interest in areas from computer

vision, graphics and robotics [31]. One of the contributing factors is that it helps in under-

standing and modelling the mechanisms of human visual attention. It is also widely used in

many computer vision tasks as a pre-processing step, which includes image captioning [33],

image compression [34], image parsing [35], person re-identification [36,37] and video object

segmentation [38]. For instance, [33] use an attention mechanism to help an image caption

generation model to focus on different relevant image locations for each word generation. This

also provides the insight and visualization of “where” and “what” is focused when generating

the image caption. Their experiments show that the exploitation of attention improves the in-

terpretability of the image caption generation and aligns well with human intuition. However,

there is always a potential issue if saliency detection is not predicted well or does not align

well with a task, then it can mislead further processing when relied upon in downstream appli-

cations. It is one of the many reasons why research in saliency detection strive to improve the

generalizability of saliency prediction in diverse scenarios.

Many studies in saliency modelling has been performed separately with bottom-up or top-

down visual attention. Bottom-up visual attention is stimulus driven, whereas top-down at-

tention is voluntary and task-driven, requiring prior knowledge [31]. For example, bottom-up
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1.1. Motivation

attention can be driven by the contrast of colour or shape of an object compared to its surround-

ing. While top-down attention may be driven by a task such as driving, where the attention of

the driver can be influenced by road signs and actions required to react with the situations on the

road. Although studies have shown some success, modelling attention separately do not follow

closely to actual human visual mechanism of processing bottom-up attention first, followed by

top-down. Recent saliency methods utilize the power of deep learning techniques to improve

the accuracy of salient object detection. These methods are mainly based on Convolutional

Neural Networks (CNN) [39], which are used to learn saliency features from large datasets. In

Chapter 3, we provide a survey of bottom-up and and top-down methods for saliency detection,

as well as deep learning techniques.

From our review of the saliency literature, we observe potential limitations with current

saliency techniques: (1) explicitly combining bottom-up and top-down attention for saliency

is not fully explored. Using bottom-up low-level features (e.g. , contrasts in colour, inten-

sity, orientation, texture) alone is insufficient and it would benefit to combine both bottom-up

and top-down attention together, in order to predict visual attention with high accuracy [40].

(2) despite the fact that recent saliency methods have achieved significant performance, these

methods still have difficulties when predicting on images with complex scenes. (3) many meth-

ods [18, 19, 22–25] have been proposed to model salient object detection as a binary predic-

tion problem, where all predicted objects are given the same value and importance. Humans,

however, are shown to have the ability to sequentially select and shift attention from one re-

gion/object to another [41,42]. Modelling this ability is important for the understanding of how

humans interpret images, and helps improve the performance of relevant applications (e.g. , au-

tonomous driving [43] and robot-human interactions [44]). Here, we interpret and define this

human ability as Saliency Ranking.

The objective of this work is to investigate the combination of bottom-up and top-down

attention for saliency detection. We look into two tasks, namely salient object ranking and

traditional salient object detection. In both tasks, we first tackle the issues with current datasets

in regards to the corresponding tasks, which include the focus of saliency detection on complex

image scenes. We then compare existing state-of-the-art methods and present a novel deep-

learning framework for both tasks. We further extend our work by building upon the issues

and limitations of our approaches and state-of-the-arts.
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1.2 Contributions

During our investigation of saliency techniques, we discover that human attention shifts can be

modelled by deep learning methods, which is supported by our experimental results. Moreover,

we can improve saliency detection with the combination of bottom-up and top-down attention,

while also performing on complex image scenes. The main contributions of this work can be

seen as follows:

• New research problem of salient object ranking (Chapter 5)

We propose a new research problem to predict salient object ranks according to human

attention shift. It is inspired by psychological and behavioural studies. It goes beyond

just human-object interactions, and can also model object-object attention shift

• New large-scale dataset for salient object ranking (Chapter 5)

We propose a new large-scale dataset for the problem of salient object ranking based on

attention shift, justified by our user study.

• Deep-learning method for salient object ranking (Chapters 5 & 6)

We propose a deep learning approach to jointly predict saliency ranks of multiple salient

object instances and their corresponding object masks, with bottom-up and top-down

attention mechanisms.

• New large-scale dataset for salient object detection (Chapter 7)

We build a new salient object detection dataset with real-world complex scenes to con-

sider semantic scene contexts.

• Deep-learning method for salient object detection (Chapters 7 & 8)

We propose a semantic scene context-aware framework for salient object detection,

which explores the semantic relationship between salient objects and the scene con-

text. The framework is specifically designed to target salient object detection in complex

image scenarios.

• Comprehensive comparison of deep-learning saliency methods (Chapters 3-8)

We showcase comprehensive comparison of current state-of-the-art deep-learning meth-

ods for both tasks of salient object ranking and salient object detection. The comparison
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is run as fairly as possible using the available source code from published works. The

aim of this comparison is to examine the performance between current state-of-the-arts

and our proposed methods.

• Data and source code (Chapters 5 & 7)

We release our proposed datasets and methods defined in this work for further research

and public use.

1.3 Outline

The remaining chapters of this thesis is structured as: Chapter 2 provides an introductory

background of the related concepts in this work. Chapter 3 reviews related work correspond-

ing to salient object detection, ranking in saliency, scene context in saliency and attention

mechanisms. Chapter 4 discusses the problems we have observed from existing works and

present our research hypotheses based on the challenges and limitations we have discovered.

We then propose research ideas to explore the observed problems. In Chapter 5, we justify

with as a user study, a method for generating ground-truth salient object rank data. We then

design a novel deep-learning approach for salient object ranking, based on bottom-up and top-

down attention mechanisms. Experimental results are shown to demonstrate state-of-the-art

performance. Chapter 6 extends the work of Chapter 5. We improve upon the limitations

of the proposed deep-learning approach. Further experiments are performed showcasing new

state-of-the-art performance. In Chapter 7, we build a new large-scale salient object detec-

tion dataset targeting complex real-world image scenes. We then detail a novel framework that

leverages semantic scene context information for salient object detection in complex scenarios.

Experimental results show improvements on state-of-the-art methods. Chapter 8 also extends

the work of Chapter 7. We enhance our salient object detection framework, by tackling its

issues and limitations. Additional experiments showcase the extended work producing new

state-of-the-art results. In Chapter 9, we draw our final thoughts and conclude the work pre-

sented in this thesis. We reiterate the contributions of this work and consider potential ideas

for future research.
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2. Background

In this chapter, we provide a background overview of the concepts relating to salient object

detection. We first present the current understanding of human visual attention (2.1). Then,

we discuss the ideas of saliency (2.2), followed by machine learning techniques (2.3). We

would like to state that the background mentioned in this chapter, touches upon the concepts

related to this work as a reminder to understand the following chapters. We refer readers to the

corresponding references in each subsection for further information.

2.1 Visual Attention

Figure 2.1: Early visual attention model using bottom-up and top-down mechanisms for guided visual
search [4].

Human sight is facilitated by the retina which produces high-resolution central fovea with

low-resolution periphery [31]. The human visual system has limited capacity for processing

the large amounts of visual information that is perceived from sensory stimuli. Given the

limited resources, humans have evolved to process multiple simultaneous visual inputs through

mechanisms of selective visual attention [45]. This process involves in sequentially selecting

and shifting attention from one region/object to another [41, 42].

Numerous psychology [46] and neuropsychology [47, 48] works have investigated the be-
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haviour and functions of visual attention. Visual attention is generally categorized into two

mechanisms, bottom-up attention and top-down attention. Bottom-up attention is purely driven

by low-level stimuli that are considered to pop out from their surrounding background. Top-

down attention is usually referred to as guidance from high-level information such as prior

knowledge, and task-driven goals [48]. Both bottom-up and top-down attention are usually

described as distinct mechanisms that influence human attention. However, the two attention

mechanisms actually interact and influence one another for orienting visual attention. Early

models of visual search [4] also demonstrate that attention is captured by simultaneous inte-

gration of bottom-up and top-down mechanisms. Visual attention modelling is performed by

computing a fixation map that gives a probability of where a viewer’s attention/gaze will likely

be attracted towards. Ground-truth (GT) fixation data is generated by capturing eye-tracking

data from a viewer observing an image with an eye-tracking device. The ground-truth fixation

data is then used to compare and evaluate the performance of visual attention models.

2.2 Saliency

Saliency is a term that is frequently used interchangeably with visual attention and gaze. Sim-

ilarly, it describes a region or object that stands out and grab visual attention of an observer.

Saliency maps, like-wise to fixation maps, are used to model the saliency of regions and their

strength of attracting attention based on the intensity of their saliency values.

Early saliency work implemented handcrafted and computational models that were mainly

based on bottom-up attention mechanisms [42,49]. These models relied on the combination of

low-level features (e.g. , colour, intensity, orientation) contrast, in order to generate the saliency

map.

Current research trend has emerged from fixation prediction to salient object detection,

after the seminal work in [50] that instigated a new research direction of segmenting salient

objects. Salient object detection involves in producing a saliency map that segment objects

that are considered to be salient. The task is similar to the fundamental segmentation prob-

lem [39] in computer vision that involves segmentation of objects, but with the focus on only

segmenting foreground salient objects. In general, saliency object detection requires for a

model to correctly identify true salient objects, while suppressing false background objects.

Secondly, it demands for the segmentation quality of salient objects to be highly accurate.

Saliency models are also desired to be computationally efficient, as the models are widely used

for pre-processing in further applications. Recently, saliency object detection has progressed

9



2. Background

from hand-crafted methods to the adoption of machine learning techniques, due to the rising

popularity of Convolutional Neural Networks (CNN) [51, 52]. CNN-based methods do not

rely on low-level contrast and removes the need for biases, which are often employed in gen-

eral computational methods. For instance, center bias is a commonly used prior that assumes

a salient object is likely to be found near the image center [7]. It relates to the fact that in most

images, human photographers tend to place objects of interest in the center of photographs, and

experimental setup for capturing eye fixation data usually place human participants centrally in

front of a screen [53]. Furthermore, psychology studies [54] further demonstrate that observers

have a strong tendency to attend around the center of a scene. However, priors like the center

bias may not always be useful in certain images (e.g. , scene with no objects at center), but they

do provide a good statistical cue for guiding saliency and suppressing background based on the

characteristics of a dataset. CNN-based methods are also able to train on large-scale datasets,

with great quantity of tunable parameters that can effectively learn to capture various saliency

features. The significant performance gain and desirable properties of CNN-based methods

has made them a popular approach for saliency modelling.

2.3 Machine Learning

Artificial Intelligence (AI) is the science of understanding and building intelligent entities. It

has been defined as the study of agents that receive information from its environment and

perform corresponding actions [55]. A rational agent is characterized as an agent that behave

and perform actions that achieves the best possible outcome, which can be captured by some

performance measure based on a task or the environment.

Machine learning introduces a learning paradigm in artificial intelligence. It can be cate-

gorized as supervised or unsupervised learning. Supervised learning takes in input and target

output samples, then learns a function that maps from input to output, mainly through an itera-

tive process until a criteria is met that well satisfies some objective function [56]. Unsupervised

learning is based on the learning of patterns and probability distributions of datasets without the

use of target labelled data [57]. There are other machine learning techniques, including semi-

supervised, zero-shot/one-shot and self-supervised learning that also use zero to few amounts

of labelled data. These techniques are more challenging as the training procedure is not as

simple like supervised training and the output is unknown during training in most cases. We

will not go into further detail here and we will focus on supervised learning in this work, as

current supervised learning methods achieve the best performance for saliency detection.
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Figure 2.2: Mathematical process of a computational neuron in Neural Networks.

2.3.1 Neural Networks

A Neural Network (NN) is an algorithm that was inspired from biological neural activity [58].

Neural networks are composed of nodes that are analogous to neurons. It is designed to com-

pute a weighted sum of all its inputs, plus a bias before applying an activation function (e.g.

, sigmoid) to calculate the output [56]. Figure 2.2 illustrates this mathematical process. The

process is thought to correlate to the idea that when a combination of inputs exceed some

threshold, a signal is fired by the activation function. Given inputs x, we compute the output y

as:

y = g(b+
n

∑
i

xiwi), (2.1)

where, xi is an input connection from node i and wi is the corresponding learnable weight

for that connection. b is the bias added to the summation and g is the activation function applied

for the final output. A network with a single node is called a Single-Layer Perceptron, while

connecting multiple nodes in stacks and one after the other builds a Multi-Layer Perceptron

(MLP). MLP allows mapping of more complex and robust functions, which a single threshold

function would not be able to handle. It further emulates the massive number of neurons linked

together in the human brain, where signals are fired based on the stimulation of multiple inputs.

Neural Networks are trained by updating its learnable weights by a factor determined by

the error of its output. The error is calculated by some loss function that is based on the task in
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hand. For example, the cross-entropy loss is a common loss function that is used to calculate

the error in classification tasks. Gradient descent optimization is then used to pass back the

error though the network to update the weights [56]. With the addition of hidden layers (layers

between the input and output layers) in MLPs, it introduces difficulty in calculating the error

for those hidden layers, as the inputs of a layer is based on the output of the previous layer. This

is where the back-propagation algorithm comes into effect. The idea behind the algorithm is to

consider that each node in the hidden layer is responsible for a fraction of the error and so, its

weight must be updated accordingly [56]. More specifically, a partial derivative is calculated

for each node with respect to its inputs and weights. The partial derivative is then added to the

weight of the corresponding node for update:

wi, j = wi, j +∆wi, j, (2.2)

∆wi, j =
∂ε

∂wi, j
, (2.3)

where, ε is the error and wi, j is the weight for the connection between nodes i and j from

adjacent layers.

2.3.2 Convolutional Neural Networks

Figure 2.3: The LeNet convolutional neural network architecture introduced in [5].

Convolutional Neural Networks (CNNs) was first introduced in [5], which has now become the

most common method for machine learning. It solved the issues of MLP in computer vision

tasks, which included the poor scalability of training many hidden layers, too many parameters

required to train and non-localised features. CNNs employ the convolution operation with

small filters. The filters are applied across the image, allowing the filters to detect certain types

of local features from different locations in an image. This further helps reduce the number of
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parameters for training, as the weights are shared for a given filter. Consequently, it enables

better scaling with additional hidden layers. The early shallow layers in CNNs are found to

model abstract and low-level features such as the edges of an object [59]. As you progress

from mid to deeper layers, the features encoded in those layers begin to take shape and model

structural parts of an object.

Pooling layers are usually applied after every few convolutional layers. It reduces the

resolution of the output features and generalizes the high amount of spatial information. A

pooling layer with a (2x2) pooling kernel is usually applied. As the network gets deeper, the

spatial resolution is typically halved, while the number of convolution filters is increased. Max

and average pooling are the common pooling techniques used in CNNs.

The first fully connected layer in a network usually flattens features (output) from the pre-

vious layer into a 1-D feature vector. It then multiplies the feature with a weight matrix. Fully

connected layers are usually added at the end of CNNs to output some probability pertaining

to a task for a given input image (e.g. , probability that an image contains a cat).

2.3.3 Fully Convolutional Networks

Fully Convolutional Networks (FCNs) are networks that are mainly built from convolutional

layers and do not contain any fully connected layers. One advantage of FCNs over CNNs is

that they can take any arbitrary sized input and produce a correspondingly sized output [39].

FCNs are also able to retain spatial information as there are no fully connected layers which

requires features to be reduced into 1-D vectors. Another benefit is that FCNs are more efficient

and requires less resources (memory and computation power). This comes from the fact that

convolutional layers are relatively less resource intensive, as it shares weights and requires less

number of connections. Whereas, fully connected layers connect every neuron from the current

layer to every neuron in the previous layer, with each connection having its own weight.

Recent salient object detection methods are built from FCNs and deep learning techniques.

Deep learning is a subset of machine leaning, which generally consists of large complex net-

works with very deep layers. Deep learning networks are usually trained with tremendous

amounts of data, as they are able to scale very well with increasing data. With the advance-

ments in computational hardware and the availability of large-scale labelled datasets, current

trends adopt deep learning techniques to improve performance, while also facilitating the pro-

gression of research towards more complex vision tasks.
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3. Related Work

In this chapter, we begin by reviewing traditional salient object detection. We divide

this first section into bottom-up and top-down approaches (3.1.1) and deep-learning methods

(3.1.2). Then, we examine ranking in saliency (3.2) and scene context in saliency (3.3), which

specifically target the tasks of salient object ranking and salient object detection in this work.

Finally, we analyse attention mechanisms used in saliency (3.4).

3.1 Salient Object Detection

3.1.1 Bottom-up and Top-down Approaches

Salient object detection can also be categorised into bottom-up, top-down, or a combination

of both. Here, we focus on those that combine both bottom-up and top-down approaches.

Early methods that combine bottom-up and top-down approaches use hand-crafted and com-

putational based features. Bottom-up features usually come from local and global contrasts in

color, intensity and orientation [53]. Top-down features often relate to the specific tasks at hand

and generally encode some prior knowledge that can guide attention. Notable examples of top-

down features include using high-level face features [60], photography bias [53], and person

and car detector [40]. Photography bias is similar to center bias where objects of interest are

usually placed at the center of a photo. Humans and faces humans are found to naturally attract

the attention of human observers, thus, they can be used as additional bias to guide saliency.

Gist features [61] can provide a statistical cue to where salient obejcts may likely be located,

and gaze patterns learnt from performing specific tasks [62] can influence the attention of an

observer.

With the advance of Convolutional Neural Networks (CNNs), CNN features are leveraged

to improve the performance of saliency detection [28]. Some works [63] use a simple stack of

convolution and deconvolution layers, while some others [12, 64] design multi-scale networks

to capture contextual information for saliency inference. Recent studies further incorporate a

top-down pathway [65–67]. High-level semantics in the top-layers are refined with the low-

level features in the shallow-layers through side connections [24, 25, 29, 68]. The refinement

generates a better representation at each layer [69] and is thought to imitate the bottom-up

(low-level stimuli) and top-down (visual understanding) human visual process [6], shown in

Figure 3.1.

Wang et al. [70] follow the relationship between eye fixation and object saliency previously

studied in [11] and propose to use fixation maps to guide saliency in a top-down manner.
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Figure 3.1: (a) architecture of early FCN-based saliency methods. (b) design of later saliency methods
combining multi-level features through bottom-up and top-down pathways. (c) an iterative bottom-up
and top-down saliency network proposed in [6].

Recently, Zeng et al. [71] proposed to unify the task of salient object detection and weakly-

supervised semantic segmentation. They introduced a saliency aggregation module that used

saliency scores to weight corresponding semantic segmentation, in order to generate the final

saliency map. Li et al. [72] pair salient object and camouflaged object detection to learn

contradictory information and enhance performance of the two tasks. Aydemir et al. [73] used

object detection to produce dissimilarity scores based on visual appearance and relative size,

so as to enhance the saliency contrast among objects.

The above methods mimic the human visual process using both bottom-up and top-down

pathways. However, these methods mainly approach bottom-up attention by either obtaining

low-level contrast features or only considering shallow layers in a CNN. This can somewhat

limit the representation of bottom-up attention to a set of specific features only. Moreover, low-

level contrast is unlikely to be very effective in complex real-world image scenes, where there

is often low contrast, or very cluttered features and distractors (background regions/objects

with similar visual features to salient objects). It would be refreshing to explore alternative

approaches to obtain bottom-up attention besides low-level colour and texture contrast, while

relieving the difficulties of low-contrast scenes. In terms of top-down attention, existing meth-

ods mostly use bias, detection of people or regard deep-layers in CNNs for top-down attention

features. There is many more possibilities in generating representation for top-down attention

as they could be extracted from auxiliary tasks or prior information, and it would be interesting

to investigate various approaches.
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3.1.2 Deep-learning Based Methods

Previous deep learning salient object detection methods used multi-layer perception (MLP)

to predict a saliency score for each pixel in an image [12, 74–76]. Though these MLP-based

models outperform traditional hand-crafted saliency methods [77, 78], they were unable to

capture spatial information effectively due to the use of fixed fully connected layers. Later

methods tackled this issue by utilizing fully convolutional networks (FCNs) [39], building

their success on semantic segmentation.

Many of the recent deep learning based saliency models were built on the FCNs with

various strategies to combine multi-scale contextual information. They mostly embedded

modules for extracting and aggregating context features from different layers in the net-

work [20, 24, 28, 29, 67, 79]. Typically, they employed side outputs from different lay-

ers in their encoders, and aggregated those side outputs with the layers in their decoders

[6, 22, 23, 26, 65, 69, 70, 80]. Su et al. [81] further extracted multi-scale contextual features

using varying dilated convolutions, while recurrent blocks were applied in [51] and [82]. Sub-

sequent works proposed to explicitly combine local and global contextual features through (a)

the use of separate networks [83, 84], (b) additional convolutions after the final convolutional

layer in an encoder [85, 86] and (c) adopting a Pyramid Pooling Module [87, 88].

In [22] and [26], saliency features are complemented with edge information at various res-

olutions, in order to improve the accuracy of salient object segmentation and their boundaries.

Wei et al. [23] further propose to decompose saliency maps into body and detail maps. The

body map contains the central area of objects, while the detail map focuses on the boundaries

of objects.

Although the above-mentioned saliency methods have shown significant improvements,

they still struggle with complex scene images that are rich in semantic context. A contributor

to this issue comes from the fact that existing methods are usually designed to train on datasets,

which contain simple images with very few objects and background distractors. Additionally,

these methods mainly learn a limited scope of discriminative spatial context features in mul-

tiple scales. The networks are generally trained with binary saliency annotations only, and

fail to effectively learn high-level semantics. It would be interesting to incorporate high-level

semantic information from complementary tasks in order to learn more discriminate context

features, while targeting complex image scenes with rich semantics.
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Figure 3.2: Each sub-figure (a-i) demonstrates various strategies for combining multi-scale features
(coloured squares) in a Fully Convolutional Network [7].

Figure 3.3: Relative ranking of salient objects (given by the grey-scale values) introduced in [8].

3.2 Ranking in Saliency

Ranking of salient objects is a relatively new problem that attempts to segment and rank order

individual salient objects (more details discussed in Chapter 4). It is introduced by Islam et

al. [8], in which they define object ranks as the degree of agreement among multiple observers

who consider if objects are salient. The extended work of [8] in [89] use the same patch-

based network architecture, while introducing a new dataset for saliency ranking. A network

proposed in [2] follows closely to [8, 89], and employs a graph-based module for learning to

rank with a pair-wise ranking approach. [8, 89] provides a good introduction to saliency rank-

ing, however, their definition of saliency ranking is based on the relative difference in saliency

agreement between multiple observers. Additionally, parts of their ground-truth data contain

multiple objects with tied saliency rank in the same image. Both the definition and the ground-

truth data do not match well with past psychological studies and behavioural observations [45],

where multiple attentions of foci is not supported [47] and attention is sequentially shifted. Per-

forming saliency ranking that is closer to the human visual attention system would be a good

direction for research, as it would lead us to develop models that can more closely simulate

human attention behaviour.

Fang et al. [21] is a recent work that follows our study (discussed in Chapter 5). They
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propose a network with similar backbone to ours and a Position-Preserved Attention module

to incorporate positional information with object features for salient object ranking.

In the literature, there are other works that use ranking techniques for saliency estima-

tion. For example, [90] use graph-based manifold ranking for saliency inference. [91] also

incorporates rank learning to select visual features that best distinguish salient targets from

real distractors. However, these works use ranking as a formulation to output a final binary

saliency prediction and do not predict saliency rank order of multiple objects.

3.3 Scene Context in Saliency

Gist features are considered as an abstract low-level scene representation. Torralba et al. [92]

combined scene representation from holistic low-dimensional encoding with low-level saliency

in a statistical framework for modelling attention. Peter et al. [61] proposed a technique to

learn the mapping between low-level gist features and recorded eye movements during video

gameplay. Judd et al. [53] combined low to high level features to model attention. They use

horizontal lines detector trained from mid-level gist features as their mid-level features.

Goferman et al. [93] define a new interpretation for saliency, by introducing GT back-

ground regions (context) with a GT salient object based on image description. High-level

semantic scene context is mostly under-explored for saliency detection. Liu and Han [94]

proposed to use an existing scene classification network for extracting scene context features.

Zhang et al. [9] encoded scene context by using a captioning network to capture the “major”

objects in a scene, as shown in Figure 3.4. Incorporating high-level semantic scene context

information would be interesting in exploring further approaches for top-down attention. It

may benefit to capture detailed features of a scene to provide more information for saliency

reasoning, rather than an overall representation of a scene as in [94]. Furthermore, it would

also be useful to consider the semantic relationships between all the objects in a scene, instead

of limiting to those “major” objects mentioned in the captions only [9].

3.4 Attention Mechanisms

Attention mechanisms have shown to be effective in improving natural language processing

[95] and many vision tasks [96,97]. The attention mechanism discussed here is a computational

process that learns to weight and force a network to focus more on useful features for the

relevant task. This is typically done by learning new attention features (usually derived from
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Figure 3.4: The CapSal model from [9], which leverages images captioning to extract high-level scene
semantics for salient object detection. Image Captioning Network (ICN) encodes the generated caption
(CEV) to capture the semantic information of major objects. Local Perception Module (LPM) exploits
bounding boxes to capture local context for segmenting salient regions in a local view, and utilizes the
encoded caption feature to boost classification of bounding boxes. Global Perception Module (GPM)
incorporates the caption feature with global visual features to localize salient objects in a more global
view for a holistic estimation. The Fusion Module (FM) generates the final saliency map (S) by fusing
the saliency maps produced by LPM (Sl) and GPM (Sg).

initial contextual features) and multiplying with features relating to the task. The multiplication

will raise values of certain elements in a vector or areas in an image. Raising the values of

certain elements will then force a network to focus on those areas for further processing. It can

be considered as top-down attention, since it guides the attention and focus of processing onto

specific parts of information (e.g. , locations in an image) that relate to a task.

In salient object detection, attention mechanisms have been exploited to enhance multi-

scale contextual features by capturing the interaction between pixels in local [98] and global

contexts [25, 99–101]. Simple concatenation or element-wise operations on multi-level fea-

tures may not improve saliency prediction [82] as noisy and non-relevant features may impact

the saliency network [99]. To address this problem, [99] computes attention weights using

convolutional layers on the local pixel neighbourhood. Zhang et al. [67] consider message

passing to capture rich contextual information from multi-level feature maps and use a gating

function to control the rate of message passing. Wang et al. [82] introduce a recurrent mecha-

nism to gather multi-scale contextual information and iteratively refine convolutional features.

Liu et al. [30] propose a Transformer-based network to unify RGB and RGB-D salient object

detection. All these object saliency techniques apply attention mechanisms on region or patch-

level features to find the most salient areas, while suppressing areas that do not contribute to

saliency. It would be interesting to apply attention on the object-level and further integrate it

with high-level scene semantics for saliency guidance.
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3.5 Saliency Datasets

Initial datasets for salient object detection only contain one or two objects that generally have

clear contrast from simple background. The MSRA-B [50] dataset contains images with mainly

one salient object. Object segmentation data was manually drawn within the original user-

labelled bounding boxes. The dataset includes variety of images from natural scenes, animals,

indoor and outdoor. The SED [102] dataset presents two 100-image subsets, which only consist

of images with one object or two objects.

Later works began to build new datasets with more challenging scenes and large number

of images for training learning-based methods. SOD [103] is a dataset constructed from an

existing segmentation dataset [104], which contains more than one salient object that is similar

to background or near image boundary. The PASCAL-S [11] consists of 850 images that

are more challenging than early datasets and ECCSD [10] compromises of 1000 images with

semantically meaningful scenes. The DUT-OMRON [13] dataset contains 5168 images with

up to five objects per image, while the HKU-IS [12] and MSRA10K [78] datasets contain

over 4447 images and 10,000 images respectively. DUTS [14] is a large-scale dataset with

10,553 training images and 5019 test images. It’s set of training images is primarily used by

most saliency methods for training, while the test set and other smaller datasets are used for

evaluation.

Though the later datasets are built to be more challenging, they still mostly consist of

images with few objects in the foreground and background. The background areas are not

always complex with similar visual textures to foreground salient objects. Introducing a new

dataset with more foreground and background objects, with background also containing visual

distractors similar to salient objects would be more challenging.

In terms of datasets for saliency ranking, [8] exploits the grey-scale values from the

PASCAL-S [11] dataset to consider rank order. The authors further build a new dataset in

their extended work [89]1. They utilize the fixation maps from the SALICON [105] dataset

and select ground-truth salient objects using the segmentation data from MS-COCO [27], with

hand-designed criteria. Liu et al. [2] also introduce a new saliency ranking dataset by employ-

ing the fixation maps from SALICON and object segmentation from MS-COCO. Both datasets

from [89] and [2] are based on the relative saliency ranking problem. Exploring attention shift

as a definition for saliency rank order has not been explored, which can more closely reflect

the natural behaviour of human visual attention.

1The dataset is not released and made publicly available.
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4.1 Research Observations and Challenges

Through the study of literature in saliency detection, we have observed potential weaknesses

and limitations of recent saliency methods. These limitations and observations have produced

interesting directions for saliency research.

Firstly, when we study early saliency techniques, they emphasise on applying bottom-up

and top-down attention for saliency detection [40, 53, 60]. Current trend has shifted to using

the power of deep-learning and CNNs, in which the connections between shallow and deep

layers can be thought as imitating the bottom-up and top-down human attention process [6].

We observe that combining additional top-down approaches with deep-learning based methods

is not fully explored.

We see that most of the existing salient object detection datasets [10–14, 103, 106] consist

of images with few objects and simple backgrounds. Example images from these datasets are

illustrated in Fig. 4.1. These images are relatively simple for salient object detection in the

wild, where images are typically complex with lots of objects and complex backgrounds. With

this observation, we realise that predicting saliency on complex images with rich context is

crucial for advancing the performance and progress of salient object detection.

We find that many saliency work focus on improving the segmentation quality of salient

objects on datasets containing images with only few objects. As the datasets are beginning

to grow and become more challenging, we can look into new directions for saliency research.

We find that saliency ranking is a relatively new problem with very few works investigating

the task [2, 8, 89]. Saliency ranking goes beyond traditional salient object detection, as it also

involves the problem of correctly rank ordering the salient objects. The rank order information

can benefit subsequent tasks that require sequential processing and order of importance. For

instance, the saliency rank order could be used to prioritize and plan robot navigation along

areas of interest [107]. Another possible use case may involve as a recommendation system for

design and visualization (e.g. , webpage), in which the saliency rank order can help designers

build a web page that directs attention in a specific order [108]. We identify that salient object

ranking based on attention shift has not been considered. Therefore, we determine it as an

interesting avenue for research, especially since it mimics the human visual attention process

more closely than the defined saliency ranking in [8, 89].

We notice that current salient object detection models are mainly trained on binary saliency

labels that are class-agnostic. Training on such labels only can limit the ability of networks

to learn semantic contextual features (higher-level understanding) that would otherwise help
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Figure 4.1: Example images from existing popular salient object datasets (e.g. , ECSSD [10], PASCAL-
S [11], HKU-IS [12], DUT-OMRON [13] and DUTS [14]). Current saliency datasets are not very
challenging and contain very few objects with simple background. Top row shows sample images from
different datasets and the bottom row show corresponding ground-truth saliency.

model various relationships of objects within complex image scenes [9, 94]. We also observe

that there is little work that incorporate high-level semantic context information for improving

saliency reasoning. The works in [94] and [9] exploit high-level scene context, however, they

limit their scene context to abstract representation and captioning of major objects only.

Another observation is that many of the existing state-of-the-arts are patch-based methods

[22,26,65,69], which may only capture parts of salient features and not the whole object. This

is not optimal as information of whole objects are not propagated and using only partial features

may mislead accurate saliency prediction. Furthermore, patch-based methods are unable to

obtain salient object features as individual object instances, which could also affect the saliency

decision making between multiple objects. We believe that capturing salient features on the

object-level would enhance the representation of multiple salient objects and boost the saliency

reasoning between them.

4.2 Research Hypothesis

Based on the observations of current limitations in saliency and potential research directions,

we make several hypotheses:

1. Our hypothesis is that we can build a dataset for investigating salient object ranking

based on attention shift, by utilizing the temporal information of fixation data. We be-

lieve that it would be useful for developing saliency ranking models for emulating shifts

in human visual attention.

2. We hypothesize that deep learning techniques will be able to learn and predict salient

object ranking based on attention shift.
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3. We also hypothesize that combining bottom-up and top-down approaches would be an

effective technique for ranking salient objects.

4. Our hypothesis is that we can efficiently build a large-scale salient object detection

dataset consisting of challenging images. We also believe that it would help test the

performance of saliency methods.

5. We hypothesize that we can learn and use discriminative semantic context to improve

saliency modelling in challenging complex scenes with rich context.

6. We hypothesize that capturing individual salient features on the object-level would boost

saliency reasoning.

4.3 Propsosed Ideas

We carry out studies and experiments to test the above hypotheses.

We begin by experimenting with various methods for generating ground-truth salient object

ranking based on attention shift (H1). We perform a user study to select and justify the best

method for generating our ground-truth rank data. We then propose a novel deep-learning

model for learning to rank salient objects on our new dataset (H2). We combine various

bottom-up and top-down approaches to design an effective salient object ranking model (H3).

This work is detailed in Chapters 5 and 6.

Next, we explore traditional salient object detection on challenging images scenes. We first

construct a new large-scale salient object detection dataset with complex image scenarios (H4).

This is done by an automatic and manual ground-truth generation phase, based on findings from

previous work and our analysis during the data generation process. Subsequently, we propose

a deep-learning saliency network that leverages panoptic segmentation for extracting detailed

semantic context of a scene (H5). This work is showcased in Chapters 7 and 8.

We exploit object detection for generating object proposals, thus, producing object-level

feature representation for individual instances. More specifically, we adopt an existing object

detection framework that provides detection of individual objects and their segmentation. We

build our saliency models on top of the modified object detection framework with low and high

-level features. Not only does this provide object-level features to improve saliency prediction

(H6), but it also offers an alternative approach for bottom-up and top-down saliency (H3). This

is showcased in Chapters 5, 6, 7 and 8.

26



Chapter 5

Saliency Ranking

Contents
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

5.2 Proposed Dataset . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

5.2.1 Data Generation . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

5.2.2 User Study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

5.2.3 Dataset Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . 36

5.3 Proposed Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

5.3.1 Network Architecture Overview . . . . . . . . . . . . . . . . . . 37

5.3.2 Backbone Network . . . . . . . . . . . . . . . . . . . . . . . . . 38

5.3.3 Selective Attention Module (SAM) . . . . . . . . . . . . . . . . 39

5.3.4 Spatial Mask Module (SMM) . . . . . . . . . . . . . . . . . . . 40

5.3.5 Saliency Rank Network . . . . . . . . . . . . . . . . . . . . . . . 41

5.4 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

5.4.1 Comparison with State-of-the-Arts . . . . . . . . . . . . . . . . . 43

5.4.2 Ablation Study . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

5.4.3 Further Comparison with S4Net . . . . . . . . . . . . . . . . . . 47

5.4.4 Saliency Ranking on Different Contexts . . . . . . . . . . . . . . 47

5.5 Limitations and Future Work . . . . . . . . . . . . . . . . . . . . . . . . 48

5.6 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

27



5. Saliency Ranking

5.1 Introduction

Figure 5.1: Sample images from PASCAL-S dataset [11], which is used for saliency ranking in [8]. Note
that multiple object can be given the same rank. The colours (orange→purple) indicate the saliency rank
1→5.

As previously mentioned in Chapters 1 and 4, many saliency work have been performed on

salient object detection as a binary prediction problem [6, 22, 23, 26, 80]. Due to the limited

capacity of the human visual system, we humans have difficulties in processing multiple si-

multaneous visual system at once [45]. Accordingly, we have adapted to develop a sequential

visual process of selecting and shifting our attention from one object to another [41, 42]. Very

few works explicitly model human attention shift from one object to another.

Both [109] and [110] employ the gaze-following concept to find objects or regions that

are likely gazed by humans. They incorporate a gaze-pathway that takes human head regions

and locations to generate a mask. The mask indicates the likely locations that humans would

gaze towards. Combining with a saliency map, they produce the final gaze saliency. The two

works are limited to only social scenes and does not explore attention shift among multiple

generic objects. It would be more challenging to investigate attention shift among general

object classes, as objects that influence attention shift may not present especially when there is

limited interaction among the objects in a scene.

Islam et al. [8] introduce the problem of relative ranking of salient objects on an exist-

ing PASCAL-S dataset [11]. The relative rank is inferred from the agreement of binary ob-

ject saliency among multiple observers. The study is motivated by the fact that observers are

likely to have different views of what objects are considered salient. In their implementation,
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(a) (b) (c)

(d) (e) (f)

Figure 5.2: (a) Example input image, (b) corresponding ground-truth (GT) saliency rank, (c) corre-
sponding GT saliency rank (colourised), (d) saliency rank prediction by RSDNet [8], (e) corresponding
saliency rank by RSDNet (GT objects overlaid and colourised) and (f) corresponding saliency rank by
RSDNet with only GT objects (overlaid and colourised). Note that the accuracy of predicting correct
ranks can be impacted by the quality of the objects captured.

they implicitly assume that multiple objects picked by the same observer share equal saliency

rank (Figure 5.1). Simultaneous attention to multiple objects, however, is not supported by

behavioural observations because dividing attention between multiple objects often leads to

poorer performance [47] and may not truly reflect how humans shift their attentions. Multiple

objects with the same rank would also make it difficult to model the order of attention shift.

Inspired by the aforementioned saliency and psychological studies [45], we aim in this

chapter to investigate saliency rank that models human attention shift. We first propose a new

saliency ranking dataset collected based on attention shift (Section 5.2). Our idea follows psy-

chology studies that humans attend one object at a time in a complex scene [41]. We consider

that the first object attended by an individual should have the highest saliency. Subsequent

attended objects should be associated with descending saliency values (i.e. , attention shift to-

wards objects of lower saliency values). Since different observers may have different saliency

ranks on objects, we take the average of the saliency ranks from multiple observers to obtain

the ground-truth saliency rank (Section 5.2.2). We show, with a user study, that such human

attention shift on object instances correlates with object saliency rank.

Traditional saliency models often introduce many false positive saliency to non-salient
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objects and background (Figure 5.2(d-f)). When the shape of the objects is not captured well

(Figure 5.2(d)), it further impacts the saliency rank prediction of the objects (Figure 5.2(f)).

Motivated by the above observations, we propose a saliency rank prediction method to infer

human attention, leveraging both bottom-up and top-down attention (Section 5.3), resulting

in state-of-the-art ranking performances (Section 5.4). Our model carries out object proposal,

object segmentation and object rank prediction in one go, allowing our network to reason

saliency ranking on the object-level and enables the capture of individual salient instances,

while most prior works (e.g. , [8]) perform at region-level and make no object proposals.

Contributions: In this work, we focus on salient object ranking based on attention shift.

Our main research question is: Can we combine bottom-up and top-down approaches for learn-

ing to rank objects based on attention shift? The main contributions of this work include:

• We propose a new research problem to predict salient object ranks according to human

attention shift. It is inspired by psychological and behavioural studies. It goes beyond

just human-object interactions [109], and can also model object-object attention shift.

• We propose a new large-scale dataset for the problem of salient object ranking, justified

by our user study.

• We propose a deep learning approach to jointly predict saliency ranks of multiple salient

object instances and their corresponding object masks, with bottom-up and top-down

attention mechanisms.

• Extensive experimental evaluations and analyses show that the proposed model achieves

state-of-the-art performances on salient object ranking compared with relevant methods.

The findings, results, code and data from this chapter were published in [1]1.

The rest of this chapter is structured as follows: Section 5.2 explains the approaches we

consider for generating saliency rank dataset, user study to determine the best approach and

the analysis of the final dataset. We then detail our proposed method in Section 5.3 and eval-

uate our method in Section 5.4. Finally we discuss limitations in Section 5.5 and conclude in

Section 5.6.

1Avishek Siris, Jianbo Jiao, Gary K.L. Tam, Xianghua Xie and Rynson W.H. Lau. “Inferring Attention Shift
Ranks of Objects for Image Saliency”. Proceedings of the IEEE/CVF Conference on Computer Vision and pattern
Recognition (CVPR), 2020.
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5.2 Proposed Dataset

Figure 5.3: Sample images from our proposed dataset. Our dataset contains images with a maximum of
5 unique saliency ranks.

5.2.1 Data Generation

To our knowledge, there are no large-scale datasets available for salient object ranking based

on attention shift. Hence, we build a new large-scale salient object ranking dataset (exam-

ples shown in Figure 5.3), by combining the widely used MS-COCO dataset [27] with the

SALICON dataset [105]. MS-COCO contains complex images with ground-truth object seg-

mentation, while SALICON is built on top of MS-COCO to provide mouse-trajectory-based

fixations. The SALICON dataset provides two sources of fixation data: 1) fixation point se-

quences and 2) fixation maps for each image. A fixation point is the area where an observer is

focusing there visual attention. Usually this is captured by an eye-tracking device that records

eye movement data. SALICON instead capture fixation points using a mouse-based system.

The position of the mouse relates to the fixation point and the movement of the mouse cor-

responds to the eye movements (more details can be found in [105]). The fixation map is

produced by applying a Gaussian filter onto the fixation point data. This aggregates the fixa-

tions and yield a heat-map like fixation (saliency) map.

We exploit the two sources of fixation data and consider three approaches to build our

ground-truth saliency rank annotations. The first approach awards higher saliency values to

objects fixated early in a fixation sequence. The second approach focuses only on the order of

distinct objects that were fixated without repetition. The third approach uses the pixel intensity

values from a fixation map. Both the first and third approaches are further extended into four

methods each. In total, we consider nine methods to generate possible ground-truth annota-

tions, which we will discus below. We do not know which methods would reflect the way that
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humans rank multiple objects in term of saliency. We carry out a user study in Section 5.2.2,

and provide some analysis on our dataset in Section 5.2.3.

We consider up to top-10 objects in the user study, but use top-5 for saliency ranking

prediction. We believe that top-5 ranks is a good setting. Top-5 ranks contain clear and easy

to define ranks of the top-5 objects. It is challenging but do not contain too many ranks, where

the saliency differences among the lower ranks (ranks > 5) sometimes becomes minuscule and

unclear. Having too many ranks would be too difficult for saliency rank prediction, which is an

unexplored problem.

Approach 1: For each image, we follow the fixation points in a fixation sequence and

assign descending saliency scores to the fixated image pixels. We repeat this scoring of pixels

over all observers’ fixation data. The saliency rank of an object can be computed by aggre-

gating these saliency scores that the object contains (i.e. , the higher the aggregated score, the

more salient the object and the higher the rank). The number of fixation points varies among

observers, leading to a large difference in scores.

We first assign scores to pixel values using fixation points from the SALICON [105]

dataset. We then obtain the score for each object based on the values of pixels belonging

to the object. Specifically, for every image I ∈ RW×H of dimension W ×H, there are N ob-

servers. Let F j be the fixation sequence obtained from one of the N observers j ∈ [1,N] and a

fixation f j
i with index order i ∈ [1, t] that represents the ith fixation in the sequence F j of length

t. We assign a score to image pixel p if the fixation f j
i falls on p using:

vp =
N

∑
j

t

∑
i

g( f j
i ), if f j

i = p, (5.1)

g( f t
i ) = 1− i

t
, (5.2)

where vp denotes the score of pixel p ∈ I aggregating from all N observers’ fixation data.

Function g takes the temporal order ith of a fixation point in the sequence into account, and

assigns a lower value to a fixation point if it is latter in the sequence.

To build our datatset on the idea of attention shift for saliency ranking, it is important for us

to focus on the order of fixation points. By doing so, we will be able to closely define ground-

truth saliency rank based on the sequential shift of attention, as observed by humans [41]. We

thus do not take into account the duration of the fixation points in our formulation for two main

reasons. First, there are large variances in the duration of fixations among different observers.

Second, it is difficult (if not impossible) to obtain the exact duration of each fixation point
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whilst the fixations are obtained from a re-sampling process [105]. In contrast, using the order

of fixation points would ensure that there is a consistent gap between the scores of each pair of

consecutive fixation points, leading to a higher stability in the final object scoring.

Next, we try to accommodate the varying sizes of objects in an image. Larger objects may

collect more fixations from observers and be considered more salient with higher ranks. How-

ever, small objects that are rare may also be more salient even if there are fewer fixations. As

we are unsure which methods best model how human ranks, we develop four methods to ag-

gregate scores for subsequent object saliency ranks, namely: (1st) FixSeq-avg (average score),

(2nd) FixSeq-max (maximum score), (3rd) FixSeq-avgPmax (average + maximum score) and

(4th) FixSeq-avgMmax (average × maximum score). Let o be one of the objects (from MS-

COCO ground-truth annotation data) in an image I, |o| be the number of pixels in o, and vo
p be

the score of a pixel p ∈ o inside an object. We define:

FixSeq-avg(o, I) =
1
|o| ∑

p∈o
vo

p, (5.3)

FixSeq-max(o, I) = max
p∈o

(vo
p), (5.4)

FixSeq-avgPmax(o, I) = FixSeq-avg(o, I)+FixSeq-max(o, I), (5.5)

FixSeq-avgMmax(o, I) = FixSeq-avg(o, I)×FixSeq-max(o, I). (5.6)

For a given image, FixSeq-avg (Eq. 5.3) calculates the final score of an object by taking the

average values of pixels belonging to the object. It takes into account the size differences be-

tween objects. In FixSeq-max (Eq. 5.4), the final score of an object is the maximum value vo
p of

all its pixels. It ranks objects higher if they are observed earlier in the fixation sequence. It does

not consider the object size. For the methods FixSeq-avgPmax (Eq. 5.5) and FixSeq-avgMmax

(Eq. 5.6), we consider weighting the final scores by performing addition or multiplication with

the results from Eq. 5.3 and Eq. 5.4, respectively. The use of addition in FixSeq-avgPmax

is a shorthand of averaging the effect of both FixSeq-avg and FixSeq-max values. FixSeq-

avgMmax considers to weight FixSeq-avg by multiplying FixSeq-max. We then sort all objects

in descending order of the saliency score, and each object is given a distinct rank.

Approach 2: This approach also considers temporal order. However, we only focus on

the first T distinct objects and ignore repeated fixations on already visited objects. In addition,

we directly assign a score to the whole object if a fixation point resides in its segmentation.

We term this method as (5th) DistFixSeq. Specifically, we define a new sequence f̂ n
i by re-

moving fixations that fall on objects already visited by earlier fixations in f n
i . We then define
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Figure 5.4: Screenshot of the annotation tool used by the participants during the user study. Participants
are not told how the maps are generated. They are asked to pick a map that best respects the “order of
attractiveness”. The green box indicates the map picked by one of the participants.

DistFixSeq, for each object o in an image I, as:

DistFixSeq(o, I) =
1
N

N

∑
j

T

∑
i

h( f̂ j
i ), if f̂ n

i ∈ o, (5.7)

h( f̂ n
i ) = T − i, (5.8)

where T = 10. Function h assigns higher scores to objects if they are observed earlier. Eq. 5.7

takes into account only the first T objects and averages the final scores across all N observers.

We obtain the object ranks in the order of descending scores.

Approach 3: We use the fixation maps in this approach as the source for the saliency

score. We directly take intensity values from the fixation map as pixel scores vp. Similar to

Approach 1, we define four methods to generate the final scores for each object. Accord-

ingly, we have (6th) FixMap-avg (average score), (7th) FixMap-max (maximum score), (8th)

FixMap-avgPmax (average + maximum score) and (9th) FixMap-avgMmax (average × max-

imum score). These four methods compute the final object scores in the same way as their

counterparts in Approach 1 (i.e. , Eq. 5.3-5.6). Again, we consider the first distinct T objects,

and assign the saliency rank in the order of descending scores.

5.2.2 User Study

We perform a user study with 11 participants to find out which of these nine methods produce

more consistent ground-truth attention shift order based on human judgment. For each image,

the participants were presented with the image and the nine corresponding saliency rank maps
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Figure 5.5: (a) Pick rates of maps by 11 participants in our user study across 2500 images. These maps
are generated by nine methods that we experimented with in Section 5.2.1. (b) Distribution of ground-
truth salient instances of all object categories in each data split of our dataset.

arranged in a grid. Figure 5.4 shows an example screenshot of the annotation tool used in the

user study. After a briefing session on how to use the annotation tool, each participant is told

to observe the image first, and then pick a map that show objects with “order of decreasing

attractiveness”. Participants are not told how the maps are generated. Each participant was

asked to annotate a set of 2500 images. These images are randomly sampled from our dataset.

Participants annotate them in 5 sessions (500 images each). Each annotation session lasts under

an hour on average. After the annotation task, participants were rewarded with a £25 Amazon

gift voucher.

Figure 5.5(a) shows that, on average, the map generated by (5th) DistFixSeq has the highest

number of picks. The map aligns most to the order of attractiveness of objects. It suggests that

the temporal order of fixated objects (attention shift) is vital for determining the strength of

attractiveness among multiple objects. Attractiveness of objects is considered as attracting

attention towards the objects and reflects their saliency strength [111].

We can further see that there are more picks of the methods from Approach 1 (maps gen-

erated from temporal fixation) than those from Approach 3 (maps generated from fixation map

only, without temporal data). This suggests that ignoring the temporal fixation order, or using

the order by fixation intensity alone, does not always capture the expected order of saliency

(attractiveness of objects). These results correlate to the idea of attention shift by descending

saliency values in [42], and prompt our definition of saliency rank order via attention shift.

It supports us to use (5th) DistFixSeq to generate the ground-truth saliency ranking for the

development of our rank prediction technique.
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Figure 5.6: Average rank of each object category in the proposed dataset.

5.2.3 Dataset Analysis

Our dataset is adapted from MS-COCO [27] and SALICON [105], and thus share similar char-

acteristics. All existing popular datasets (e.g. , ECSSD [10], DUTS-OMRON [13], PASCAL-

S [11], HKU-IS [12], DUTS [14]) target binary salient object detection while ours focuses on

salient object ranking. Our dataset contains more complex images and is the largest in size.

Note that all other datasets do not include individual object labels, making them ill-suited for

our task.

We report that the average number of objects per image in our dataset is around 11 (max-

imum of 68). The “person” object category occurs most frequently in the dataset. This is

expected as most photo images target people as the subject. Additionally, many images con-

tain crowd of people with small individual annotations, causing the total count to be 4-16 times

greater than other categories. Correspondingly, “person” objects receive the most instances

of ground-truth saliency, which aligns with previous observations that humans usually attract

attention [53]. Figure 5.5(b) shows the distribution of ground-truth salient instances of each

object category in our dataset. Figure 5.6 shows the average rank of each object category based

on instances, given the ground-truth saliency. From Figure 5.6, we can see that large objects

(e.g. , “train”, “airplane”) have fewer instances per image, and some animal categories (e.g. ,

“cat”, “dog”, “elephant”) have a larger rank average score than the “person” object. We also

find that object categories relating to appliances (e.g. , “refrigerator”, “microwave”) have quite

high scores, which mainly come from indoor scenes with no other object(s) of interest.
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Figure 5.7: Architecture Overview. The model consists of a backbone network, Selective Attention
Module (SAM), Spatial Mask Module (SMM) and a classification network for salient object ranking.
We utilise Mask-RCNN [15] as our bottom-up backbone to provide object proposals with the FPN [16],
and object segmentation from the segmentation branch. The bottom-up SMM extracts low-level features
of the proposed objects while the top-down SAM considers high-level contextual attention features.

5.3 Proposed Method

5.3.1 Network Architecture Overview

We propose a CNN model to predict saliency rank with a bottom-up bias stimuli [112, 113],

which we find useful to pick up the most salient objects in the scene. The saliency rank,

especially on those less salient objects, may relate to the scene structure and observer inter-

pretation [114]. As a result, the saliency rank modelling requires higher-level cues and prior

knowledge [115].

The proposed network architecture consists of four modules, namely, a backbone net-

work based on Mask-RCNN [15], a Selective Attention Module (SAM), Spatial Mask Module

(SMM) and a saliency rank network, as illustrated in Figure 5.7. They are arranged to provide

alternate bottom-up and top-down attention mechanisms.

Mask-RCNN generates object proposals as a bottom-up approach similar to [116]. This

provides us individual object features and allows us to learn semantics information on the

object-level in subsequent modules. Next, the SAM compares the features of each object

to the global semantic image features in order to determine relevant target salient objects.

This module provides a top-down attention mechanism and is motivated by psychophysical

findings that humans frequently gaze towards interesting objects. It encapsulates important
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scene semantics [117] and interpretation due to eye gazes [114]. We then combine the features

output by SAM with spatial masks in the SMM. We use spatial masks as a low-level cue, which

embeds the relative size and location of each object in the image. Finally, we infer saliency

rank of object instances with a small classification network. We adopt the segmentation branch

of Mask-RCNN to produce segmentation for the object instances.

5.3.2 Backbone Network

Objectness and object proposals for binary salient object detection have been explored in

[118–120]. Feng et al. [118] extend the global rarity principle (rare and less frequently oc-

curring objects are likely to be salient) to derive object saliency. It uses a sliding-window

mechanism to determine if the features inside the windows contain foreground or background

features. [118] and [120] further extend it to many sliding windows of various scales. Fan et

al. [17] present a model architecture much like the Mask-RCNN [15]. They produce object

proposals by adopting the Feature Pyramid Network (FPN) [16] and propose a salient instance

segmentation branch that extends the segmentation branch in Mask-RCNN. The purpose of

their network is to perform salient-instance segmentation, while we investigate salient object

ranking based on attention shift order.

Inspired by these work, we adopt Mask-RCNN as the backbone of our model and to pro-

vide efficient object proposals and segmentation. The FPN serves as a bottom-up attentive

mechanism [116].

To model saliency in the object-level, we apply RoIAlign [15] and two fully connected

layers (FCs) to extract object-level features, oi ∈ R1024, for each object proposal, leading to a

set of object features O = {o1,o2, . . . ,oM}, where M = 30 is the maximum number of object

proposals. We further take the pyramid features “P5” from the FPN as the high-level features

input to the SAM module for top-down attention. The segmentation branch generates pixel-

wise segmentation of objects for a clearer final saliency map. Different from [118–120], we do

not output bounding boxes of salient objects. Instead, we predict a saliency map that indicates

the pixel-wise segmentation and the saliency ranks of object instances. In contrast to [17], we

exploit components of Mask-RCNN to build our bottom-up and top-down model for salient

object ranking.
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Figure 5.8: Details of the Selective Attention Module (SAM). Blue Block: object feature. Grey Block:
pooled image feature. Green and Purple Blocks: fully connected layer applied onto corresponding
features. Each block is a 512-D feature vector.

5.3.3 Selective Attention Module (SAM)

A straightforward choice to model how humans attend one object to another would be a re-

current strategy. Such a strategy is computation and memory intensive, especially when there

are a lot of objects in an image (like those in our proposed dataset). To model all relation-

ships of objects and their associated attention shift probabilities in a potential sequence, it

would easily lead to an exponential growth problem as the number of proposals increases. In-

stead of using recurrent strategy to model attention shift, we get inspirations from recent task-

based techniques [95,96,121–124], which were greatly benefited from some forms of attention

mechanisms. These mechanisms are often designed to dynamically weight relevant features or

entities tailored to certain tasks while suppressing the distractors. Here, we consider that an

attention mechanism would be useful to infer the way observers shift their attentions because

it encapsulates important scene semantics [117] and interpretation due to eye gazes [114]. In

addition, though human actors in an image would affect observers to shift their gazes [110],

we consider that individual generic objects may not necessarily have such strong influence on

attention shift. For generic images (e.g. , non-human scenes and images with little interac-

tions among objects), we consider that the scene structure and relationship between objects

may have a stronger influence on attention shift [61]. We thus develop a Selective Attention

Module (SAM) to compute top-down attention by comparing object features individually to

the image scene features.

We build the attention module using Scaled Dot-Product Attention [95] (Figure 5.8) with
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image and object features. We use the pyramid features, “P5”, from the backbone network

as the image features. A (1× 1) convolution and global average pooling are applied onto the

pyramid features to obtain our high-level image representation.

Before computing the dot-product, we first project the object and image features into a

512-D space [95]. Here, we embed the features of each object into an individual feature vector

using a shared FC layer. Two separate feature vectors are generated with separate FC layers,

both taking the pooled image features as input. The sets of new features from the pooled image

features are further repeated M times. The attention mechanism then use these embeddings to

perform dot product similarity of individual object features with the image features. We add

scaling factor [95], and apply softmax activation to obtain the attention score. Our attention

module computes attention scores with multiple heads (4 heads) in parallel. The idea is that

each attention head would learn different high-level information to guide scoring/weighting

for salient targets. The outputs from multiple attention heads are concatenated and then sent

through a FC layer. Finally, we add a residual connection and a FC layer for the module output.

5.3.4 Spatial Mask Module (SMM)

Understanding the relationship between object properties and scene context can help select

relevant targets in a complex scenario [125]. For example, very small objects in a scene may

not attract human attention. Objects close to the centre of the image may be more salient due

to the “center bias” concept [13, 53]. These motivate us to include low-level objects properties

(e.g. , size and locations) to learn contextual features that model relationship between objects

and scene.

Using the bounding boxes of object proposals, we generate a spatial mask for each ob-

ject. Spatial masks embed the size and location of the proposed objects in relation to the

visual scene. We capture such information with a binary mask (i.e. , assigning a value of 1

to pixels within a bounding box, and 0 otherwise). We pass the spatial masks through three

convolutional layers to compress each of them into a 64-D feature vector (detailed in Figure

5.9). Each set of spatial features is then combined with the corresponding object features via

a concatenation layer. It is similar to the procedure of embedding positional information in

the Transformer [95] before the attention. This module can be considered as a process of

combining bottom-up and semantic attributes of objects [117].
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Figure 5.9: Details of the Spatial Mask Module (SMM). Blue Block: 512-D object feature vector.
Yellow Blocks: convolutional layers with output feature dimensions (96, 128, 64), kernel size (5× 5,
5×5, 8×8) and strides (2, 2, 1). The three convolutional layers outputs a 64-D feature vector from an
input 2D map (32×32) that represents the spatial information for each object.

5.3.5 Saliency Rank Network

Our initial attempt to model salient object detection and attention shift order ranking is to cast it

into a classification problem. In our setting, we consider C = 5 ranks and leave exploring higher

ranks as future work. With one additional background class for non-salient objects, our classi-

fication has 6 = 5+1 classes. Saliency and rank are then predicted with a small classification

network consisting of three convolutional layers and one classification layer. During inference,

we combine the saliency rank classification with object segmentation (from the segmentation

branch) to generate the final salient object rank map. However, a classification formulation

cannot ensure that the detected salient objects would be assigned distinct saliency ranks. To

address this problem, we instead use the softmax rank classification probabilities in a scoring

mechanism. For each object, we first take the probability of its predicted saliency rank as the

initial score. We then add and multiply the initial score with a value relative to the predicted

rank. The final rank score for each object is given by the following:

r = (rp + rc)× rc, (5.9)

where r is the final rank score, rp is the softmax rank classification probability and rc is a

score relative to the predicted rank class for an object. Objects that are supposedly of higher

ranks will accumulate higher scores. This is inspired by [8], which determines object saliency

rank by the descending average pixel saliency value of each object. By doing so, we can ensure

distinct saliency rank to be predicted for each object.

We consider the top-5 saliency rank order of objects from their descending score values.

We take the top-5 available objects with the highest scores and assign them corresponding

top-5 discrete ranks based on their score order. Finally, we generate a saliency map by com-
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bining the predicted segmentation maps of the top-5 available salient objects. We indicate the

ranks of each salient object by assigning unique grey-scale values (based on their rank) to their

segmentation.

5.4 Experiments

This section explains the settings for conducting the experiments and evaluating the perfor-

mance between our proposed method and state-of-the-arts.

We fine-tune our backbone components of Mask-RCNN on salient objects before training

our final model on salient object ranking. A pre-trained ResNet-101 [126] is used to initialise

the convolutional layers of the Mask-RCNN. All images during training and testing are re-

sized to 1024 × 1024 before feeding into the network. During inference, we resize the output

saliency map back to the original size of 640 × 480. Our model is implemented by the Ten-

sorflow framework and trained on an Nvidia GTX 1080 Ti GPU. We set the mini-batch size to

8. We train variations of the network for 40 epochs each, taking a maximum of 6 hours for one

model training. We use the SGD optimizer with gradient norm clipping set to 5. Learning rate

is set to 10−3, with momentum and weight decay configured as 0.9 and 10−4, respectively.

Our dataset employs the same set of images and fixation sequence from SALICON [105],

and contains object segmentation masks from MS-COCO [27]. The SALICON dataset consists

of 10K training, 5K validation and testing images. There are no annotations for the test set. We

use the training and validation sets to build our dataset. We consider saliency ranking based

on the fixation sequence of the first 5 distinct objects visited without repetition (DistFixSeq,

Section 5.2). The choice of the method is supported by our user study. We discard images

with no object annotations, and those images containing smaller objects that are completely

enclosed by larger ones. Finally, we use images containing at least two salient objects (i.e. , at

least two ranks) to ensure that we have attention shift for our salient object ranking task. The

dataset is randomly split into 7646 training, 1436 validation and 2418 test images, respectively.

We use the Salient Object Ranking (SOR) metric [8] for evaluation. It is formulated as the

Spearman’s Rank-Order correlation between the rank order of the predicted salient objects and

the ground-truth. The correlation ρ is computed as:

ρ = 1− 6∑d2
i

n(n2 −1)
, (5.10)

where di is the rank difference between the corresponding object pairs in the predicted and
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ground-truth rank sets. n is the number of objects paired in both sets (e.g. , up to 5 ranked

objects in our case). The metric measures the strength and direction of the monotonic rela-

tionship between two rank order lists with [−1,1] indicating negative to positive correlation.

However it does not cater for the case when there are no common objects between the two rank

variables. For example, when one technique predicts a completely different set of objects from

the ground-truth, SOR is not defined. Therefore, we further report how many images were

used to calculate the average SOR for the whole test set, where the more images used the more

reliable the SOR is. The reported SOR measurement is all normalised to [0,1].

We also do a comparison with the mean absolute error (MAE), which measures the average

per-pixel difference between the prediction and ground-truth. It is defined as:

MAE =
1

W ×H

W

∑
x=1

H

∑
y=1

|S(x,y)−G(x,y)|, (5.11)

where W ×H is the image dimension, S and G are the predicted and ground-truth saliency

maps, respectively. We calculate MAE between the original predicted saliency map and the

ground-truth map, before any post-processing of saliency prediction to obtain the saliency

rank. It is an alternative measure for the quality of both predicted saliency maps and ranks.

It also works even when a technique predicts a completely different set of objects from the

ground-truth.

5.4.1 Comparison with State-of-the-Arts

Table 5.1: Comparison with state-of-the-art methods on our dataset. Note that RSDNet scores are based
on direct prediction with pre-trained weights from their dataset. ↑(↓) means the higher(lower) the better.
Top two scores are shown in red and blue, respectively.

Method MAE ↓ SOR ↑ #Images used ↑

RSDNet [8] 0.139 0.728 2418
S4Net [17] 0.150 0.891 1507
BASNet [18] 0.115 0.707 2402
CPD-R [19] 0.100 0.766 2417
SCRN [20] 0.116 0.756 2418

Ours 0.101 0.792 2365

Quantitative Evaluation: We compare against five state-of-the-art methods, namely the RS-

DNet [8], S4Net [17], BASNet [18], CPD-R [19] and SCRN [20], in which RSDNet first
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introduces saliency rank. Note that all these methods do not predict object segmentation and

instead only provide a single binary saliency map.

The S4Net is chosen since it has a similar structure to our backbone and outputs object

instance segmentation. We modify the S4Net code in order to predict up to 6 classes for each

object instead of the binary prediction as in their original paper [17], for a fair comparison. We

then apply our method of inference to obtain distinct saliency ranks. For all the rest compared

models and RSDNet, the predicted saliency ranks of ground-truth objects is obtained by av-

eraging the saliency value of pixels that belong to each object. Discrete object ranks is then

determined and assigned by descending order of such averages.

The experimental results are shown in Table 5.1, which shows that our method outperforms

other methods on the proposed dataset, achieving the best overall performance with better

scores among all measurements (MAE, SOR and Images used). Note that RSDNet uses all

images during the SOR calculation, due to its single binary saliency maps often containing

many false saliency. Noise or very weak saliency is often propagated throughout the image

and reach parts of the objects. This allows RSDNet to obtain saliency rank by averaging object

pixel values to cover most objects.

S4Net shows the highest SOR score; however, it is only able to calculate the score in under

two thirds of the test images. The rest is not used as it cannot predict any objects matching the

ground-truth for those images. In general, good rank prediction that covers all objects should

translate to both high SOR and low MAE simultaneously. Though S4Net has the highest

SOR, it also has the highest (worst) MAE. It means that S4Net only performs well to predict a

small subset but not all salient objects and their ranks. SOR excludes any missing objects and

does not penalise such missing prediction. The high MAE of S4Net indicates both incorrect

prediction of saliency maps and object ranks.

CPD-R produces the best MAE score. However, the saliency maps produced are usually

not as smooth as ours, and non-salient areas often filled with false saliency values. This can

be seen in Figure 5.10, which shows CPD-R generating saliency maps with missing and weak

saliency predictions for parts of salient objects. In the figure, false saliency can clearly be seen

in the right-most image from the middle set of examples. The ranking score (SOR) of CPD-R

is also inferior to ours. Overall, the proposed method performs the best, with the best SOR

using most images while maintaining a low MAE.

Qualitative Evaluation: We showcase results in Figure 5.10 for qualitative comparison. The

proposed network directly generates a saliency rank map that segments each object instance
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Table 5.2: Ablation study of the proposed model. BbSR refers to the backbone network and the saliency
rank network.

Method MAE ↓ SOR ↑ #Images used ↑

BbSR 0.109 0.773 2353

BbSR+SAM 0.101 0.782 2373
BbSR+SMM 0.111 0.769 2361

BbSR+SAM+SMM 0.101 0.792 2365

and predicts their respective ranks simultaneously. The saliency maps obtained from RSDNet

[8] often contain many false saliency (e.g. , partial false saliency of paper, third image from

the bottom set of examples in Figure 5.10). RSDNet also makes incomplete salient object

predictions (e.g. , partial prediction of the person on the right, first image from the top set

of examples). S4Net [17] often predicts wrong and fewer object proposals than ours. Fewer

object proposals lead to less available objects for SOR calculation and thus unreliable SOR

score. BASNet [18] produces cleaner results. However, BASNet, RSDNet, CPD-R [19] and

SCRN [20] often mix up the respective object ranks. This validates the effectiveness of our

saliency rank approach that infers attention shift order.

5.4.2 Ablation Study

We perform an ablation study to evaluate each of the proposed components, in Table 5.2.

From the table, we can see that adding SAM to the base model improves performance across

all metrics. However, adding SMM does not help improve performance. Considering that

the output features from SMM are 1-D feature vectors, we lose some spatial information that

could be useful for boosting segmentation quality and therefore, the performance of MAE.

Additionally, the features do not directly interact with the object segmentation features and

so further segmentation quality is not improved. The table shows that SMM mainly enhances

the ranking performance (SOR) when combined with SAM. This suggests that SMM learns to

correlate the spatial information of salient objects with the image feature, and increase saliency

ranking performance. The full model has the best overall performance. It provides the highest

SOR score using large number of images. The MAE is also tied as best. These show the

effectiveness of the proposed components.
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Figure 5.10: Comparison of the proposed method with state-of-the-art methods: RSDNet [8], S4Net
[17], BASNet [18], CPD-R [19] and SCRN [20]. Each example in the top row shows the input image,
ground-truth saliency map and ground-truth ranks, while for the following rows: (i) saliency prediction
map, (ii) saliency prediction map with predicted rank of ground-truth object segments colourised on top,
and (iii) corresponding map that contains only the predicted rank of ground-truth objects. The result in
(iii) is leveraged to obtain the predicted saliency ranks for quantitative evaluation.
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5.4.3 Further Comparison with S4Net

Table 5.3: Quantitative comparison with S4Net for the task of salient instance detection on our dataset.
Note that we do not include comparison with RSDNet, BASNet, CPD-R and SCRN since they are
unable to perform this task.

Method mAPr@0.5 ↑ mAPr@0.7 ↑

S4Net [17] 16.9 % 10.7 %
Ours 57.4 % 48.3 %

Like S4Net [17], our network is able to generate individual segmentation for each salient object

instance. We further compare our network to S4Net on the task of salient instance detection.

We do not include comparison with RSDNet [8], BASNet [18], CPD-R [19] and SCRN [20]

as they are unable to produce output of salient object instances. We use the mean Average

Precision (mAPr, r = 0.5/0.7) to measure the performance similarly as in [17]. Table 5.3

reports the results between S4Net and our network for salient instance detection on our dataset.

The table shows that our network outperforms S4Net by a large margin. The results reveal that

S4Net is not able to handle the primary task of salient object ranking, which is the focus

of this chapter. S4Net predicts very few salient objects when compared to our network (see

Figure 5.10) and misses the prediction of saliency towards corresponding ground-truth objects

in over one third of the test set (indicated by #Images used in Table 5.1).

5.4.4 Saliency Ranking on Different Contexts

Our study proposes the first deep network to model human attention shift. Our approach is

based on bottom-up and top-down inference, which aligns closely to human visual processing.

In the design, we have not fully explored scene context (we have only used spatial context and

global image features), yet the results is promising. Spatial context correspond to the size and

spatial location of objects in relation to the image scene. The global image context features

correspond to prominent features in the image, which establish the scene setting.

Our network learns to reason the saliency rank of individual object features against the

global features of an image scene. Such learning can also capture relationships between sepa-

rate image features and corresponding saliency ranked objects. Figure 5.11 showcases exam-

ples of different image scenes containing “sports ball”. We select this object category for this

investigation as it can be found in diverse scenarios. It is generally salient and semantically

meaningful to the scene context in most of the images it is involved in. The figure demonstrates
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Figure 5.11: Example scenes containing “sports ball” object category. Images from our dataset (Top
row), GT Ranks (Middle row), our network rank prediction (Last row).

that our network is able to learn relationships between the object category and various image

scenes, while correctly rank the object categories.

5.5 Limitations and Future Work

A limitation of our current method is that it is performed in two stages. In the first stage

we pre-generate backbone and object features. Then, we use the pre-computed features as

input for training the rest of the saliency rank network. Our current network is not end-to-end.

During saliency rank training we are unable to fine-tune all the layers (including the backbone),

therefore, training is not at optimum. The main reason we perform our training in two stages

is due to our network exceeding the memory limit in the GTX 1080Ti GPU. There are two

solutions for this issue, where one is to simply use a more powerful GPU with larger memory

capacity. The second is to efficiently reduce the number of training parameters in the network,

which will be quite a difficult task. Adopting a light-weight backbone network is a possible

approach, but this will usually come with a cost of decreased performance.

Another weakness with our current method is that we perform ranking by predicting rank

classes for each object. We observe that multiple objects may be given the same rank class. We

resolve this by using the predicted rank classes and corresponding probabilities in a scoring

mechanism during post-process. However, this is not optimal as the network will not be able

to learn the rank differences between multiple objects efficiently.

While we have observed limitations with our proposed method in this chapter, we will aim

to address these issues in the next Chapter 6.
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5.6 Summary

In this chapter, we proposed to our knowledge the first saliency rank dataset based on attention

shift order. The dataset is motivated by psychological studies and behavioural observations, and

is supported by our user study, that humans attend salient objects one at a time and in an order

of decreasing values of saliency. We also proposed a novel bottom-up and top-down saliency

rank prediction approach that infers attention shift order. The proposed approach performs

favourably against several state-of-the-art methods on the proposed saliency rank dataset.

49





Chapter 6

Saliency Ranking with Learning to
Rank Supervision

Contents
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

6.2 Proposed Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

6.2.1 Network Architecture Overview . . . . . . . . . . . . . . . . . . 54

6.2.2 Salient Instance Edge Module (SIEM) . . . . . . . . . . . . . . . 55

6.2.3 Saliency Rank Network . . . . . . . . . . . . . . . . . . . . . . . 56

6.3 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

6.3.1 Comparison with State-of-the-Arts . . . . . . . . . . . . . . . . . 57

6.3.2 Evaluation on Additional Data . . . . . . . . . . . . . . . . . . . 59

6.3.3 Evaluation on Salient Instance Segmentation . . . . . . . . . . . 61

6.3.4 Ablation Study . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

6.3.5 Saliency Ranking on Different Contexts . . . . . . . . . . . . . . 64

6.4 Limitations and Future Work . . . . . . . . . . . . . . . . . . . . . . . . 64

6.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

51



6. Saliency Ranking with Learning to Rank Supervision

6.1 Introduction

During the publication of the work in the previous Chapter 5, the authors of [8] have since

extended their work and propose a new COCO-SalRank dataset [89]. Unlike the rank modified

PASCAL-S dataset, their new dataset does not contain tied saliency ranks. However, their

ground-truth rank generation uses hand-designed criteria for producing fixation maps, which

are then applied to determine instance ranks. Similarly, Liu et al. [2] follow [89] for the relative

salient object ranking task. They also propose a new saliency ranking dataset by utilising the

fixation maps from the SALICON [105] dataset with MS-COCO [27]. Both [89] and [2] model

relative saliency ranking based on fixation maps that are generated from applying a Gaussian

filter onto fixation data, which however does not consider the process of shifting attention that

is performed by the human visual system. To re-iterate, our previous work and the work in this

chapter focuses on salient object ranking based on attention shift.

Recently, [21] follows our study of saliency ranking based on attention shift. They propose

a Position-Preserved Attention module to incorporate positional information with object fea-

tures to improve saliency ranking. We also propose a Spatial Mask Module (see 5.3.4) to cap-

ture object positional information and concatenate with object features. The main difference

between ours and [21] is how we extract and embed our positional information. Our module

allows explicit learning of the relationship between object position and scene for saliency rank-

ing. In our experiments (Section 6.3) our method outperforms existing techniques and achieves

new state-of-the-art results.

As mentioned in Chapter 5, our rank network is not trained in an end-to-end manner, but in

two stages. We pre-generated our backbone and object features during stage 1 and fed them as

input during stage 2 of saliency rank training. This is not ideal as it meant that our backbone

and object features are fixed and unable to fine-tune with saliency rank training. We resolve

this by modifying our previous saliency rank network, so that it can train end-to-end in this

work.

Another limitation of our initial saliency rank approach is that it considered ranking as a

rank-id classification task, which can lead to tied rank predictions. Objects are predicted a

particular rank class and it is combined with their classification probabilities for rank scores.

Descending rank scores would then provide the final saliency ranks. This scoring system is

performed during post-process, and therefore not an optimal solution for learning to rank. The

network does not have the ability to learn the rank scores and differences between multiple

objects. The work in this chapter tackles this problem by transforming the rank network to
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(a) (b) (c)

(d) (e) (f)

Figure 6.1: (a) Example input image, (b) corresponding ground-truth (GT) saliency rank, (c) corre-
sponding GT saliency rank (colourised), (d) saliency rank prediction by RSDNet [8], (e) corresponding
saliency rank by RSDNet (GT objects overlaid and colourised) and (f) corresponding saliency rank by
RSDNet with only GT objects (overlaid and colourised). Note that the accuracy of predicting correct
ranks can be impacted by the quality of the objects captured.

predict rank scores, while trained with a list-wise ranking loss.

We further expand on the issue of saliency ranking impacted by the quality of objects be-

ing captured. As shown in Figure 6.1, there is no clear boundaries and distinction between the

objects, which causes the rank prediction to be completely incorrect. In this work, we focus

on enhancing the details around the boundaries of an object by introducing an edge segmen-

tation module, which improves the overall segmentation of objects and the final saliency rank

prediction.

Contributions: In this chapter, we extend the work from the previous Chapter 5 based on

the limitations we have observed. The main contributions of this work include:

• We propose a new Salient Instance Edge Module (SIEM) and pair it with the instance

mask segmentation branch in order to mutually improve the segmentation of salient in-

stance masks and edges. This further boosts the performance of saliency ranking, as

it enables the network to distinguish salient instances from the background and other

objects better.

• We make significant modifications to our previous salency rank architecture in Chapter
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5, including listwise ranking loss for saliency ranking instead of formulating it as rank-id

classification, top-12 object proposals for salient object and rank reasoning, and end-to-

end training with warm-up and fine-tuning.

• We further experiment and evaluate the proposed method, including additional compar-

isons with state-of-the-arts, ablation study, introducing a new metric for saliency ranking,

and evaluation on an additional dataset.

The work in this chapter has been submitted to1.

The following sections explain the modified and extended saliency rank method in Sec-

tion 6.2, show our experimental results in Section 6.3, discuss limitations in Section 6.4 and

conclude the chapter in Section 6.5.

6.2 Proposed Method

Figure 6.2: Architecture Overview. In this work, we modify our previous saliency rank network from
Chapter 5. Specifically, we enable end-to-end training, adjust network parameters, introduce a new
Salient Instance Edge Module (SIEM) and transition from rank-id classification to rank score prediction.

6.2.1 Network Architecture Overview

We build on top of our original saliency rank network from Section 5.3. We first modify our

network so that it can perform end-to-end training with a warm-up and fine-tuning training

strategy. We adjust the parameters of our network to generate the top-12 object proposals. This

improves training by reducing the number of distractors from learning the top-5 saliency rank

1Avishek Siris, Jianbo Jiao, Gary K.L. Tam, Xianghua Xie and Rynson W.H. Lau. “Inferring Attention Shifts
for Salient Instance Ranking”. International Journal of Computer Vision (IJCV), 2022.
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objects. Next, we introduce a new Salient Instance Edge Module (SIEM). It is coupled with

the segmentation branch from our backbone to jointly enhance prediction of salient instance

segmentation and edges. The pairing of instance segmentation and edges cooperatively boost

their prediction. Furthermore, the joint supervision helps the network distinguish instances and

their saliency rank from other objects and background. Finally, we transform our small ranking

network so that it predicts rank scores instead of rank-id classes.

6.2.2 Salient Instance Edge Module (SIEM)

Our dataset contains images with many objects and noisy background features. In these im-

ages, salient objects may be very close to other objects and may have features similar to the

background. This introduces noise to the boundaries of salient objects and can make it diffi-

cult to distinguish salient objects from other objects or the background. As a result, accurately

segmenting and predicting salient ranks of multiple salient instances can be challenging. This

can be seen in Figure 6.1(d-f), where traditional methods do not explicitly capture individual

objects and can have difficulties in differentiating between multiple objects. Based on these

observations, we propose the Salient Instance Edge Module (SIEM), and jointly train it with

the mask segmentation branch. The coupling of the instance mask and SIEM refines their pre-

dictions mutually. This further propagates enhancement to the salient instance segmentation

and ranking tasks.

Both the mask segmentation and SIEM have the same structure, but the connection be-

tween the networks differ. Figure 6.3 illustrates the structures of SIEM and mask segmentation

branch. Mask segmentation first contains four convolutional layers. We then add a fusion

layer to combine the mask features with the edge features by addition. The final mask seg-

mentation is then generated with a final convolutional layer and a prediction layer. Likewise,

SIEM contains four convolutional layers followed by a fusion layer, and final convolutional and

prediction layers. Here, the fusion layer differs as we subtract the edge features with the mask

segmentation features. The resulting features are then concatenated with a residual connection.

The two fusion layers enable the networks to use features from the other network to effectively

focus on their particular task. For example, the addition of edge features to the mask features

(M-Fuse in Figure 6.3) allows the mask segmentation network to accurately capture the shape

of instances, while the subtraction in the SIEM (E-Fuse) forces the network to focus around

regions of the mask. We adopt the boundary loss as in [127] for training our edge module.
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Figure 6.3: Details of the Salient Instance Edge Module (SIEM) and Mask Segmentation. Orange
Blocks: mask segmentation features. Green Blocks: edge features. The orange and green blocks repre-
sent features obtained after applying convolutional layers. Both mask segmentation and edge features
are of shape (14× 14) with 256-D feature channels. Transposed convolutional layers (5th blocks) in-
creases the mask segmentation and edge features to size (28× 28). The final orange and green blocks
(with lighter shade) represent the mask segmentation and edge predictions for individual objects.

6.2.3 Saliency Rank Network

We transform our rank network from rank-id classification to rank score prediction. We employ

a simple ranking network to predict rank scores for salient instances. Our rank network consists

of three fully connected layers and a final scoring layer. Inspired by the learning to rank

problem [128], we adopt the list-wise loss, ListMLE [129], as our ranking loss.

During inference, we combine the saliency rank scores with object segmentation (from

the mask segmentation branch) to generate the final salient object rank map. Like [8], which

determines object saliency rank by the descending average pixel saliency value of each object.

We consider the top-5 available salient objects based on their descending score values and

assign discrete ranks. The salient object rank map reveals the ranks of each salient object by

displaying unique grey-scale values (based on their rank) for their segmentation.

6.3 Experiments

We follow similar experimental settings as in Section 5.4, but with changes according to the

modifications we have introduced in this work.

Our new model is built on top of the previous version with Tensorflow and trained on an

RTX 3090 GPU. During saliency rank training, we use a warm-up strategy by freezing the

backbone layers and training the rest. We then fine-tune all the layers together. We set the

mini-batch size to 8 during warm-up and 2/4 for fine-tuning depending on memory limitations.

We train variations of the network up to 30 epochs for warm-up and 10 epochs for fine-tuning.
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We use the SGD optimizer with gradient norm clipping set to 5. The learning rate is set to 10−3

for warm-up. For fine-tuning, we set the learning rate to 10−8 for the backbone layers and 10−6

for the rest. Momentum and weight decay are configured as 0.9 and 10−4, respectively.

We use our proposed saliency rank dataset from the previous chapter (Section 5.2) for

testing. Again, we use the Salient Object Ranking (SOR) and MAE metrics for evaluation.

Additionally, we adopt the nDCG (normalised Discounted Cumulative Gain) [130] to measure

the consistency between the predicted and GT ranks. We define the metric as:

nDCG =
DCG

Ideal(DCG)
, (6.1)

DCG =
k

∑
i=1

reli
log2(i+1)

, (6.2)

reli = 5−abs(rGT − rp), (6.3)

where reli is the relevance score of the ith object. k is the maximum number of GT objects per

image. rGT and rp are the GT rank and predicted rank of object i. Ideal(DCG) is the best score

when the rank order is perfect, which is a relevance score of 5 for each object.

6.3.1 Comparison with State-of-the-Arts

Quantitative Evaluation: We compare against three ranking methods: RSDNet [8], IL-RSR

[2] and SOR-PPA [21]. We also compare with thirteen state-of-the-art salient object detection

methods: S4Net [17], BASNet [18], CPD-R [19], SCRN [20], PFANet [25], EGNet [22],

ITSD [26], MINet [24], LDF [23], CSNet [28], GateNet [29], VST [30] and SCAS [3]. Note

that these methods (except S4Net and SCAS) do not predict individual object segmentation

and instead only provide a single binary saliency map.

S4Net and SCAS have a similar structure to our backbone and outputs object instance

segmentation. We modify both S4Net and SCAS in order to predict up to 6 classes (5 Ranks

+ 1 BG) for each object instead of the binary prediction as in their original papers [3, 17]

for a fair comparison. We then use the predicted rank classification and descending score

probabilities to obtain distinct saliency ranks. For the rest of the salient object detection models

and RSDNet, the predicted saliency ranks of ground-truth objects are obtained by averaging

the pixel saliency values. The rank order of top-5 available objects are selected by descending

order of such averages, which are then converted to discrete ranks.

We clarify that RSDNet is directly evaluated on our dataset using its pre-trained weights.

When we try to adapt and train their model on our dataset (using their available source code),
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6. Saliency Ranking with Learning to Rank Supervision

Table 6.1: Comparison with the state-of-the-art methods on our dataset (Section 5.2). The top section
consists of salient object detection methods and middle section contains saliency ranking methods. The
bottom section contains our methods, with ASSR [1] being our earlier model from Chapter 5. Note that
RSDNet scores are based on direct prediction with pre-trained weights from their datasets. #Images
used refers to the number of predicted images usable for SOR calculation. ↑ (↓) means the higher
(lower) the better. Overall best performance is shown in bold.

Method MAE↓ SOR↑ #Images used↑ nDCG↑

S4Net [17] 0.150 0.681 1661 0.674
BASNet [18] 0.115 0.696 2321 0.787
CPD-R [19] 0.100 0.763 2394 0.837
SCRN [20] 0.116 0.756 2416 0.843
PFANet [25] 0.156 0.741 2418 0.834
EGNet [22] 0.097 0.764 2413 0.842
ITSD [26] 0.098 0.729 2416 0.823
MINet [24] 0.099 0.706 2415 0.814
LDF [23] 0.093 0.734 2413 0.828
CSNet [28] 0.136 0.738 2418 0.831
GateNet [29] 0.094 0.719 2417 0.820
VST [30] 0.093 0.766 2411 0.841
SCAS [3] 0.100 0.717 2118 0.758
RSDNet [8] 0.139 0.728 2418 0.827
IL-RSR [2] 0.091 0.726 2239 0.785
SOR-PPA [21] 0.098 0.755 2351 0.801
ASSR [1] 0.101 0.764 2333 0.822
Ours 0.091 0.800 2371 0.843

the model does not converge. We thus use their model with the pre-trained weights to evaluate

on our dataset.

Table 6.1 shows the experimental results. It shows that our method outperforms other

methods on the proposed dataset, achieving the best overall performance with better scores

among all performance measurements (MAE, SOR and nDCG). Note that RSDNet, PFANet

and CSNet use all images during the SOR calculation, as their single binary saliency maps often

contain many false saliency. Noise or very weak saliency is often propagated throughout the

image and reach parts of objects. This allows RSDNet, PFANet and CSNet to obtain saliency

rank by averaging object pixel values to cover most objects. However, their MAE and ranking

performance is near the lower end.

We have the best MAE performance tied with IL-RSR, although IL-RSR has much lower

scores for SOR and nDCG rank metrics. One reason for this is that IL-RSR is able to capture

the overall segmentation of most GT objects, resulting in a good MAE score, but fail to predict
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the rank order between objects accurately, resulting in lower rank scores. Our extended method

proposed in this work has gained a significant improvement on the SOR rank metric from our

initial work (ASSR, Chapter 5). It produces the best results with a 4.43 % performance gain

over the second best method. SCRN has the highest nDCG score also tied with our method, as

nDCG awards higher scores for correct predictions of top ranks. Nonetheless, SCRN has much

lower MAE and and SOR scores than ours. This suggests that SCRN is mainly able to predict

the top ranks well, but is unable to correctly predict the lower ranks.

In general, good rank predictions should translate into both high SOR and nDCG scores

but low MAE score simultaneously.

Qualitative Evaluation: Figure 6.4 showcases qualitative comparison results. We compare

our method with state-of-the-art methods that are specifically designed for saliency ranking.

We can see that the saliency maps obtained from RSDNet [8] often do not capture all the GT

objects well, which can lead to incorrect rank predictions. Even if an instance is captured well

by the instance detection method, it is still difficult to correctly rank the GT objects. In contrast,

our method is able to segment the overall shape of most GT objects and correctly rank them. It

is also able to rank multiple objects in complex image scenarios, where there are cluttered and

similar visual features among multiple objects (e.g. , fourth and fifth columns).

6.3.2 Evaluation on Additional Data

In addition to the experiments on our dataset, we also evaluate on the relative saliency ranking

dataset from [2]. Note that this dataset is not based on attention shift, whereas our saliency rank

dataset is defined by attention shift (Section 5.2). They define saliency rank based on the order

of maximum saliency intensity value for each object from a fixation map. The fixation map

does not consider the sequential order of fixations, but rather simply encapsulates the density

of fixation points around objects. This does not follow the idea of saliency ranking from the

order of sequential shift between multiple objects. The differences in the GT rank generation

process between their dataset and ours is demonstrated in Figure 6.5. We test our method on

their dataset for generalisability. Note that we do not test on the dataset from [89] as it is not

released.

For this experiment, we modify both our network and SOR-PPA [21] to train and predict up

to 8 GT saliency ranks. Table 6.2 compares between ours and two instance-based state-of-the-

arts designed for saliency rank prediction. Note that the evaluation results are based on 2787
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Figure 6.4: Comparison of the proposed method against state-of-the-art methods designed for saliency
ranking: ASSR [1], SOR-PPA [21], IL-RSR [2] and RSDNet [8]. Each example in the first row shows
the input image, while the second row show ground-truth saliency map (i) and ground-truth saliency
ranks (ii). The following rows are predictions from the compared methods, where (i) saliency prediction
map, (ii) corresponding map that contains only the predicted rank of ground-truth objects. The result in
(ii) is leveraged to obtain the predicted saliency ranks for quantitative evaluation.

Figure 6.5: Simple illustration of the GT saliency rank generation process between the dataset in [2] and
ours (Section 5.2). [2] uses the max intensity value inside the segmentation of objects from the fixation
map to assign saliency rank in descending order (left). Our GT rank order is based on unique attention
shifts between objects using the sequential fixation data (right).
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Table 6.2: Comparison with instance-based state-of-the-art methods on the dataset from [2] for testing
generalisability. #Images used refers to the number of predicted images usable for SOR calculation. ↑
(↓) means the higher (lower) the better. Best scores are in red, while second best scores are in blue.

Method MAE↓ SOR↑ #Images used↑ nDCG ↑

IL-RSR [2] 0.110 0.782 2695 0.903
SOR-PPA [21] 0.119 0.532 2744 0.859

Ours 0.099 0.739 2759 0.915

test images from the original 2929 test images. We find that the dataset in [2] contains 142

test images, where the rank data consist of multiple instances with the same rank and/or more

than the 8 max GT ranks. Table 6.2 shows that our method achieves the best MAE and nDCG

scores and second best on the SOR score. This indicates that our method can predict most of the

ground-truth salient objects well. It is also able to predict correct ranks for top-ranked objects

more consistently, and only experiences some difficulties for ordering lower-ranked objects.

Overall, our method generalises well to the dataset from [2], even though the dataset is not

built on our definition of attention shift for saliency ranking. Given that our method shows

strong results on MAE and nDCG, we believe our method can improve further (especially on

SOR) with adjustments to network configuration and training parameters.

6.3.3 Evaluation on Salient Instance Segmentation

Table 6.3: Quantitative comparison with S4Net for the salient instance segmentation task on our dataset.
Note that we do not compare with other state-of-the-arts since they are unable to perform this task.

Method mAPr@0.5 (%) ↑ mAPr@0.7 (%) ↑

S4Net [17] 16.7 10.6
IL-RSR [2] 48.2 38.3
SCAS [3] 38.6 27.6
SOR-PPA [21] 55.1 47.1
ASSR [1] 60.6 51.0

Ours 64.4 53.8

We compare our network, IL-RSR [2], SCAS [3], SOR-PPA [21] and ASSR [1] with S4Net

[17] on the salient instance segmentation task. We omit the other state-of-the-art methods

from this experiment, as they are unable to produce salient object instances. We use mean

Average Precision (mAPr, r = 0.5/0.7) to measure the performance, as in [17]. Table 6.3

reports the results on our dataset. Our network outperforms S4Net and other state-of-the-arts
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Figure 6.6: Qualitative comparison of instance-based salient object segmentation. Instances with 5
different shades of blue are predicted instances that match with their corresponding GT instance. Red
instances represent false predictions.

by considerable margins. Figure 6.6 shows that our network can predict multiple instances

with good segmentation accuracy. It can capture smaller objects that are difficult to distinguish

from the surrounding. Other state-of-art methods tend to introduce false salient instances and

fail to segment all GT instances. Our extended network also improves upon our previous work

(ASSR) and achieves the best performance.

6.3.4 Ablation Study

We update the ablation study with the new modifications in this work. Table 6.4 shows the full

model with the best overall performance across all metrics. It produces the highest SOR and

nDCG scores. MAE is also tied best. Addition of each component to the base model of the

proposed method generally improves the performance across the metrics.

When comparing with the previous ablation study (Section 5.2), the transformation of our

rank network from rank-id classification to rank score prediction has increased results of the

base model. We see a more substantial gain in SOR score when we add SIEM. This suggests

that explicitly using edge information enables the network to improve object segmentation,

consequently helping differentiate between close objects and boost rank order prediction.
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Table 6.4: Ablation study of the proposed model. BbSR refers to the backbone network plus the small
saliency rank network.

Method MAE ↓ SOR ↑ #Images used ↑ nDCG ↑

BbSR 0.096 0.787 2373 0.835

BbSR+SMM 0.092 0.793 2377 0.842
BbSR+SAM 0.093 0.788 2366 0.839
BbSR+SIEM 0.092 0.798 2372 0.842

BbSR+SMM+SAM 0.092 0.794 2366 0.842
BbSR+SMM+SIEM 0.091 0.799 2373 0.842
BbSR+SAM+SIEM 0.092 0.795 2371 0.841

BbSR+SMM+SAM+SIEM 0.091 0.800 2371 0.843

Figure 6.7: Qualitative comparison of salient object segmentation between our full model with Salient
Instance Edge Module (SIEM) versus full model without SIEM.

Figure 6.7 compares the salient object segmentation accuracy between our full model with

the Salient Instance Edge Module against the full model without the edge module. It shows

that the proposed edge module coupled with mask segmentation enhances the capture of salient

instances. The top example in the figure shows SIEM helps improve the overall body segmen-

tation of the horse, while clearly separating it from the person riding the horse. These results

show the effectiveness of the proposed components.
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Figure 6.8: Example scenes containing objects in the vehicle category. Input images from our dataset
(Top row), GT Ranks (Middle row), rank prediction from our method (Last row).

6.3.5 Saliency Ranking on Different Contexts

We further investigate the performance of our saliency rank method on different scene context.

Figure 6.8 showcases examples of different image scenes containing “vehicles”. The vehicle

can be of different sizes, at different locations, or adjacent to other vehicles. Our network

learns the relationships between the “vehicle” objects and context (spatial and global image

features), and determines the correct saliency rank for each object accordingly.

6.4 Limitations and Future Work

We find that our proposed method can correctly predict the top saliency ranks, but it does

experience difficulties in predicting lower ranks, especially on the dataset from [2]. Correctly

predicting rank order for lower-ranks is very challenging as the differences among them can

be minuscule. A possible future work would be to improve saliency rank prediction for lower

ranks.

Our method utilises spatial and global image features as contextual information to improve

saliency ranking in different scenes. Nevertheless, we have not fully explored the use of scene

context information for saliency. Alternative approaches to extracting semantic scene context

could prove valuable for saliency reasoning. In the next Chapter 7, we begin to explore the

usefulness of semantic scene context for saliency prediction.

6.5 Summary

This chapter improved upon the proposed method from the Chapter 5 for salient object ranking

based on attention shift. Particularly, we modified our initial saliency rank method by enabling

end-to-end training with changes to the network parameters. Moreover, we transitioned from
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rank-id classification to rank score prediction, which increases the overall performance of our

method. We also introduced a new Salient Instance Edge Module that enhances the accuracy of

object segmentation and subsequently the final saliency rank prediction. We have shown with

further comparison against additional state-of-the-art techniques that our method achieves the

best results.
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Scene Context Saliency
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7.1 Introduction

Figure 7.1: Examples of real-world complex scenarios where existing methods (e.g. , CPD-R [19],
EGNet [22], SCRN [20], LDF [23] and MINet [24]) may not capture semantic scene contexts well,
leading to incorrect detection of distractors.

In this chapter we focus on traditional salient object detection. From our literature review

(Chapter 3), we have made observations that lead us to identify problems with existing salient

object detection work (Chapter 4). First, many of the common salient object detection datasets

are not very challenging. They generally include images with very few objects and simple

background, which does not reflect real-world image scenes that contain numerous objects

with complex background. This has driven most of the salient object detection techniques to

be mainly designed for performing saliency on these datasets. As a result, current state-of-the-

art methods struggle to predict accurate saliency on complex images.

In relation, salient object detection models are generally trained only on class-agnostic bi-

nary saliency labels. This limits saliency networks in learning semantic contextual information

that would help model diverse relationships between objects in a complex scene. Existing tech-

niques do not capture such semantic information and so, they are unable to accurately predict

salient objects from distractors. Figure 7.1 shows two examples of real-world complex scenar-

ios where existing models perform poorly. The top row shows a kitchen scene with a salient

person and a distractor (e.g. , fridge with similar texture). Existing models can not capture the

semantic knowledge of the distractor and are unable to differentiate it from the person’s attire,

resulting in incorrect saliency for that distractor. It is a similar case for the bottom row which

involves a bedroom scene with a salient person surrounded by many distractors (e.g. , clothes

and objects with similar texture).

Psychological studies suggest that semantic scene context influences eye movements and

attention [131], revealing the relationship between salient objects and the surrounding image

scenes. To the best of our knowledge, saliency detection with high-level scene context and
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spatial context is under-explored, with only two related works [9, 94] addressing a similar

problem. Zhang et al. [9] propose to leverage captions as the semantic scene context for im-

proving salient object prediction. However, reliance on generated captions can be detrimental

to saliency prediction, especially if they are incorrect. On the other hand, [94] derives their

scene context features from an image-level scene classification model, whereas the extracted

features are too abstract, containing only an overall representation without capturing object

relationships within the scene.

The above-mentioned limitations motivate us to explore the use of semantic scene and

spatial context for salient object detection in real-world scenarios with complex scenes. To this

end, we first construct a novel dataset comprising of images with rich context. We then propose

a context-aware saliency modeling framework to leverage semantic scene context features.

Specifically, we introduce Instance Context Segmentation and Stuff Context Segmentation to

semantically segment Things and Stuff. These two components perform panoptic segmentation

on the whole scene, providing detailed semantics of a given image. However, we find that

not all the semantic information play an effective role in defining the semantic scene context

of an image. As a result, we propose a novel Semantic Scene Context Refinement (SSCR)

module to fuse and augment information of salient object features with surrounding semantic

scene context for improving saliency reasoning. To further exploit semantic scene context, we

propose a Contextual Instance Transformer (CIT) to capture the relationship between objects

and the scene context.

Contributions: In this chapter, we target salient object detection on real-world complex

image scenes. Our main research question is: Can we learn and use discriminative semantic

context to improve saliency modeling in challenging complex scenes with rich context? We

make four contributions in this chapter:

• We propose a semantic scene context-aware framework for salient object detection,

which explores the semantic relationship between salient objects and the scene context.

• We propose a Semantic Scene Context Refinement module to extract and enhance seman-

tic scene context features that are highly related to the image scene. We further propose

a new Contextual Instance Transformer to learn the contextual relations between objects

and scene context for saliency reasoning.

• We build a new salient object detection dataset with real-world complex scenes to con-

sider semantic scene contexts.
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• Extensive experiments demonstrate that the proposed approach outperforms the state-of-

the-art methods on our dataset and also generalises well to existing datasets.

This chapter, findings, results, code and data were published in [3]1.

The rest of this chapter is structured as follows: Section 7.2 reveals the process for building

our salient object detection dataset consisting of images with complex scenes. We present our

proposed method in Section 7.3 and evaluation in Section 7.4. Then we discuss our limitations

in Section 7.5 and conclude the chapter in Section 7.6.

7.2 Proposed Dataset

Figure 7.2: Sample images (Top row) and corresponding ground-truth saliency (Bottom row) from the
CapSal datatset [9] and our proposed dataset. CapSal contains complex images, but the ground-truth
saliency is heavily biased towards the captions data. Whereas, our ground-truth saliency is entirely
based on fixation data.

7.2.1 Data Generation

As aforementioned, existing salient object datasets mostly contain images that do not well

represent real-world scenes. The CapSal [9] dataset contains real-world images, however the

ground-truth salient objects are often heavily biased towards the caption data. The consequence

is that all objects that relate to the caption are often considered salient, regardless of whether

each of those objects are individually visually salient or not (shown in Figure 7.2).

We build a new dataset to support the modeling of saliency in real-world scenes containing

rich semantic context. Our dataset is based on MS-COCO [27] and SALICON [105]. MS-

COCO provides images of challenging scenarios and annotations of semantic segmentation of

object instances (Things) and regions (Stuff ). SALICON provides the mouse-based fixation

1Avishek Siris, Jianbo Jiao, Gary K.L. Tam, Xianghua Xie and Rynson W.H. Lau. “Scene Context-Aware
Salient Object Detection”. Proceedings of the IEEE/CVF International Conference on Computer Vision (ICCV),
2021.
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sequence of respective images. Our dataset is constructed in two phases: 1) automatic ground-

truth saliency generation and image filtering, and (2) manual image filtering.

(1) Automatic Phase: We automate the ground-truth salient objects generation based on

the observations in [132], where Fosco et al. found that humans generally gaze at people during

[0,0.5] seconds, and then move towards other objects during [0.5,3] seconds. After the first 3

seconds, there are more fixations on Stuff regions. Based on these observations, we collect

salient objects if the SALICON fixation points, in the range [0,3] seconds, fall on the MS-

COCO annotations of an object segmentation in an image. An object is further labelled as

ground-truth salient if more than half of the observers fixate on this object. We automate the

process to define ground-truth salient objects on all 15k images using SALICON fixation data.

For each image I ∈RW×H with spatial dimensions W ×H, there are N number of observer

fixation data. For each observer i ∈ [1,N], we augment the fixation sequence to obtain a new

fixation sequence F i. The augmentation includes a) cropping the fixation sequence to at most

3s and b) removing repeated fixations on the same object. We assign a saliency score so to an

object o, if the j-th fixation f i
j ∈ F i lands on that object.

so =
N

∑
i

T

∑
j

g( f i
j),

g( f i
j) =

1 if f i
j ∈ Po,

0 otherwise,

(7.1)

where T denotes the number of fixations in F i and Po refers to the set of pixels belonging to

the segmentation of object o. An object is then considered salient in the ground-truth, if its

saliency score is greater than half the number of observers for a given image.

Once ground-truth saliency is generated for all available 15,000 images, an automated

filtering step is applied to ensure the images are complex and contain rich context. It is a trade-

off between complexity of images and the number of resultant images. We find that a minimum

of 4 objects and at least 2 object categories per image produce a good set of complex images,

whilst retaining a higher number of images in the constructed dataset.

The above automated step however may run into issues when the annotations of foreground

and background objects overlap. First, in some of the images in the MS-COCO dataset (e.g. ,

food on bench / dining table), we observe that the background object (e.g. , bench, dining table)

are often large objects. They are incorrectly considered salient simply because the fixations fall

on both the foreground and background objects. Figure 7.3 shows examples of such overlap-
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(a) (b) (c) (d)

Figure 7.3: Example images of overlapping segmentations that often cause issues in the automatic
ground-truth saliency generation. (a) image, (b) foreground object, (c) background object, (d) resulting
incorrect saliency map. Red cross in (b) and (c) correspond to an observer’s fixation.

(a) (b) (c) (d)

Figure 7.4: Examples of certain object categories (e.g. , car and train) correctly and incorrectly identi-
fied as salient in separate scenes, with different object sizes. (a) and (b) are image and corresponding
generated saliency map, with those object categories correctly defined as salient, during phase 1 of au-
tomatic saliency generation. (c) and (d) are image and resulting saliency map generated with incorrect
saliency. The same object categories (car and train) are relatively large and should be considered as
background instead.

ping segmentations and the resulting incorrect saliency maps. Second, some objects (e.g. , car,

train) are easy to collect fixation as they cover a large portion of the background in some im-

ages (e.g. , a person in a car), but they are clearly not salient (e.g. , compared to the foreground

person). Figure 7.4 shows examples (e.g. , cars, trains) of such cases and the incorrect saliency

maps produced. In the former cases, since MS-COCO does not provide depth information, we

manually go through the dataset, identify those background categories and exclude them for

saliency ground-truth generation. In the latter cases, we also omit all objects where its area

is larger than 60% (a threshold we empirically decided) of the image. These steps are carried

out as a pre-filtering step before the above automated process. They ensure that large objects

(typically background) are not given saliency scores.
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(a) (b)

(c) (d)

Figure 7.5: Examples of visual comparison during the manual image filtering (Phase – 2) when we
construct the proposed dataset. In (a) and (b), the generated saliency maps are comparable to the cor-
responding SALICON fixation maps, which are kept in our final dataset. Whereas those images with
larger discrepancies, as shown in (c) and (d), are removed from the dataset.

(2) Manual Phase: To ensure the quality of the constructed dataset, we manually inspect if

the generated salient object map from phase-(1) is consistent with the corresponding SALICON

fixation map, following a similar procedure in [9]. Specifically, we would like to ensure that the

peak fixations in SALICON also land on objects that are identified as salient in our generated

saliency maps. For example, Figure 7.5(c) and 7.5(d) show two images that are removed,

because there are large discrepancies between the peaks of fixation maps and the chosen salient

objects in the generated saliency maps. This step removes inconsistent annotations that may

arise from the automatic process.

After the two phases, our final dataset consists of 5,534 training and 2,554 testing images.

7.2.2 Dataset Statistics

Table 7.1 compares the average number of objects and categories per image in existing datasets

and our dataset. Existing datasets do not provide object segmentation or category data. There-

fore, we report the statistics in the table by sampling 25 images randomly from each dataset

and manually counting the objects and categories. It shows that our dataset contains images

with a higher count of objects and categories that is much closer to real-world scenes.

Figure 7.6 shows the distribution of object and Stuff region categories in the proposed

dataset. We can see that the “person” category is most prevalent throughout the dataset, which

is quite expected as photos are commonly taken with people as one of the main targets. In

terms of stuff region categories, there is a balance and it is not dominated by a single category.
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Table 7.1: Comparison of the average number of objects and object categories per image among existing
datasets and our dataset.

Dataset #Avg. Obj. #Avg. Obj. Cat.

ECSSD [10] 1.32 1.28
PASCAL-S [11] 2.08 1.80
HKU-IS [12] 2.12 1.68
DUT-OMRON [13] 1.44 1.24
DUTS [14] 1.56 1.36

Ours 12.79 4.62

Figure 7.6: Statistics of the proposed dataset, presenting the distribution of all objects (Things) and Stuff
region categories in the dataset.

The distribution of the sizes of salient object shown in Figure 7.7 (a) indicates that our salient

objects are generally of smaller scale with respect to the image size. Figure 7.7 (b) displays the

distribution of distances between salient objects and the image centre. Figure 7.7 (c) reports the

statistics of the objects, object categories and stuff regions. The statistics show that our dataset

contains images with complex image scenes. Figure 7.7(d) visualizes the overlay map from

locations of all objects (i), salient objects (ii) and Stuff regions (iii), respectively in an intensity

map. We also report the contrast of foreground salient objects and surrounding background

in local (e) and global (f) views (following [11]). The local contrast compares the colour

contrast between foreground (salient object) and background in the local boundary of each

salient object. Conversely, global contrast compares the colour contrast of foreground (salient

object) and background from the entire image for all salient objects. These graphs show that

our GT salient objects have lower colour contrast to their surroundings. This makes the GT

salient objects more challenging to detect. It suggests that top-down factors may be more useful

for our dataset, while simple low-level contrast is unlikely to be effective.
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Figure 7.7: Further statistics of the proposed dataset. (a) and (b) reports the distribution of size and
distance from image centre of salient objects, respectively. (c) average number of all objects (Things),
salient objects and regions (Stuff). (d) shows an intensity map from overlays of all individual objects
(i), salient objects (ii) and Stuff regions (iii). Local (e) and global (f) colour contrasts of salient objects.

7.3 Proposed Method

In this section, we first introduce the backbone (Section 7.3.1) of our network and discuss

how contextual features are extracted and utilized. Then we specify how the proposed mod-

ules (Section 7.3.2 and Section 7.3.3) take advantage of the contextual features, in order to

refine and augment features for saliency. Finally, we detail the Salient Instance Network (Sec-

tion 7.3.4) for the task of salient object detection. An overview of the proposed framework is

illustrated in Figure 7.8.

7.3.1 Backbone

Our network is built on the Mask-RCNN [15] architecture and we extract multi-scale features

from the FPN [16]. We utilize the multi-scale features as input for 3 operations, namely, (1)

object proposal, (2) context segmentation and (3) context feature refinement.

(1) Object Proposal: We apply RPN and RoIAlign [15] on the multi-scale features to

generate object instance proposals and corresponding object features. This allows our network

to perform saliency reasoning of individual objects.

(2) Context Segmentation: We include a Shared Context Segmentation Decoder for In-
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Figure 7.8: An overview of the proposed network. Our model extracts semantic features from the
Shared Context Segmentation Decoder. The decoder is trained to reconstruct features for generating
Things and Stuff categories. Our Semantic Scene Context Refinement (SSCR) module then utilizes the
semantic features and multi-scale features to build the augmented scene context features, correlating the
semantics of an image. Our Contextual Instance Transformer (CIT) module inside the Salient Instance
Network, learns relationships between objects and scene context, and enhance saliency reasoning.

stance and Stuff Context Segmentation, in order to extract semantic context features for a

given scene. The decoder takes the multi-scale features as input and reconstructs features for

segmentation of Things and Stuff categories. From the decoder we extract semantic features

f C ∈RW
4 ×H

4 ×128, where W ×H is the spatial dimensions for image I. The decoder follows simi-

lar design as in [133] to combine the multi-scale features for segmentation. The output features

of the decoder are then passed through two separate convolutional layers for generating Things

and then Stuff context segmentation.

(3) Context Feature Refinement: Third, we combine the multi-scale features with the

features extracted from context segmentation (2), producing the refined scene context features

for boosting saliency reasoning.

These context features are used by the proposed SSCR (Section 7.3.2) and CIT (Sec-

tion 7.3.3). SSCR builds the final scene context features by aggregating only useful context

information. CIT learns the relationships between the scene context features and object fea-

tures. The final salient object classification is detailed in Section 7.3.4.
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Figure 7.9: Details of the Semantic Scene Context Refinement (SSCR) module.

7.3.2 Semantic Scene Context Refinement (SSCR)

Previous works suggest that not all context information (e.g. , distractors) is relevant and useful

to the final prediction task [82, 99, 134]. To address this problem we design this module to

enhance the semantic information that has strong correlation to the scene context. This allows

the network to augment contextual information learned only from saliency annotations with

strong semantic scene context.

We build our semantic scene context features by refining the context features f C obtained

from the context segmentation decoder and multi-scale features (Figure 7.9). We only use

feature levels [P3, P4, P5] from the multi-scale features, as these levels contain higher-level

contextual features [25]. The three levels of multi-scale features are applied with operations

similar to those in context segmentation, resulting in features p3, p4, p5 ∈ RW
4 ×H

4 ×128. We

fuse these features into f F ∈RW
4 ×H

4 ×128 by concatenating the multi-scale features with context

features and applying a (1×1) convolutional layer. The concatenation helps suppress saliency

distractors by utilising the scene context information. Next, we refine f F in a channel-wise and

spatial-wise manner.

Channel-wise Refinement: In CNN design, typically different semantic information are

activated by distinct channel features [134, 135]. We include a channel-wise attention mech-

anism to weight channel features that are more relevant to semantic information. Given a set

of features, we apply average pooling, max pooling and two convolutional layers with a ReLU

and sigmoid activation. We then multiply the processed features (i.e., Ca,Cm) with the original
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feature x as:
CR(x) = x×Sigmoid(Ca(x)+Cm(x)),

Ca(x) = conv2(ReLU(conv1(avgpool(x),W1)),W2),

Cm(x) = conv2(ReLU(conv1(maxpool(x),W1)),W2),

(7.2)

where x = f F . W1 and W2 represent the parameters of the two convolutional layers.

Spatial-wise Refinement: Similarly, we include spatial-wise attention that leverages use-

ful spatial information. Given a set of features, we employ two sets of double convolutional

layers with alternating kernels, where one set contains kernels {1×k, k×1} and the other con-

tains {k×1, 1×k}. The resulting features from the two sets of convolutional layers are added

and sigmoid activation is applied to generate a spatial attention map. We weight the original

feature x with the attention maps (i.e., S1,S2) through multiplication:

SR(x) = x×Sigmoid(S1(x)+S2(x)),

S1(x) = x×ReLU(conv2(ReLU(conv1(s,W1)),W2)),

S2(x) = x×ReLU(conv4(ReLU(conv3(s,W3)),W4)),

(7.3)

where (W1, W2) and (W3, W4) are the parameters of the two sets of convolutional layers, with

respect to {1×k, k×1} and {k×1, 1×k} kernels. After performing channel- and spatial-wise

refinement on the fused features f F , we combine the two outputs with Hadamard Multiplica-

tion. The product is further fused with the original context features ( f C) by addition and a final

convolution is applied. This generates our final semantic scene context features fsc.

fsc = ReLU(conv((CR( f F)×SR( f F))+ f C,Wsc)), (7.4)

where Wsc are the parameters of the final convolutional layer. The process enables the en-

hancement of context from saliency features and scene context features, which are learned

from salient object detection and context segmentation, respectively.

7.3.3 Contextual Instance Transformer (CIT)

It is observed in the literature that scene context influences eye movements [131]. However,

most existing salient object detection methods do not model such high level understanding and

relationships, not to mention, guiding saliency prediction in complex real-world scenes. As

previously shown in Figure 7.1, saliency of individual objects requires semantic information

about other objects and scene context to infer the high-level relationships and to differentiate
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objects from distractors. This module aims to learn relationships between objects and scene

context for saliency reasoning.

We adapt transformers [95] to learn the dependencies between individual object features

and scene context features in object-to-object and object-to-context relationships. We divide

the module into two parts (see Figure 7.10). The first part is designed to learn relationships

among the objects only, whereas, the second part learns relationships between individual ob-

jects and scene context. We use a scaled dot product attention layer with a single head on both

types of relationship:

Attention(Q,K,V ) = so f tmax(
QKT
√

d
)V, (7.5)

where
√

d refers to normalization based on the feature size. Q, K and V are matrices corre-

sponding to Queries, Keys and Values. Specifically, Q is projected from object features, while

K and V are generated from either object features or scene context features. Multiplication of

Q and K, followed by a softmax, produces an output that represents the degree of correlation

between the feature vectors in Q and K. This is then used to weight the information of objects

represented by the latent features V :

TOO = Attention(Wq1Fo′ ,Wk1Fo′ ,Wv1Fo′),

TOC = Attention(Wq2Fo′ ,Wk2 fsc,Wv2 fsc),
(7.6)

where TOO and TOC are attention features modeling object-to-object and object-to-context re-

lationships. W{q1,q2}, W{k1,k2} and W{v1,v2} are parameters of fully connected and convolutional

layers for linear projection. Fo′ refers to object features from RoIAlign and one fully connected

layer (Section 7.3.4). During the attention in TOC, K and V are flattened to become 1-D vectors

(same as the object features). We then apply a fully connected layer and residual connection

to both attention features (TOO and TOC). For the residual connection applied to TOC, we first

average pool the scene context features ( fsc) to transform the features into a 1-D vector. Fi-

nally, the two object-to-object and object-to-context relationship features are concatenated for

our subsequent saliency classification (Section 7.3.4).

7.3.4 Salient Instance Network

Salient Instance Network performs the main salient object classification task from input object

features, allowing our method to perform saliency reasoning on the object-level. It adapts

from the second stage of Mask-RCNN, which consists of networks for predicting object class,
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Figure 7.10: Details of the Contextual Instance Transformer (CIT) module.

bounding box and mask segmentation. We modify the network for salient object detection and

enhance saliency prediction with scene context, visualized in Figure 7.11.

Our backbone (Section 7.3.1) generates candidate object features and predict their saliency.

RPN and RoIAlign generate 2D features of individual object candidates. It is followed by a

flatten and a fully connected layer. A feature vector, f o
i ∈ R1024, is produced for each object,

leading to a set of object features Fo = { f o
1 , f o

2 , . . . , f o
N}, where N=512 is the maximum number

of object proposals. We obtain our final object features by fusing with object-to-object and

object-to-context relationship information after employing CIT and two fully connected layers.

A modified classification layer then determines the saliency of each object.

Most parts of our network share similar architecture and parameters with Mask-RCNN [15]

and use the same loss functions for saliency prediction. We use the multi-class cross-entropy

loss for training both instance and stuff context segmentation networks. The multi-class cross-

entropy loss is defined as:

CE =−
C

∑
c

W×H

∑
i

yk
i log(pk

i )+(1− yk
i ) log(1− pk

i ), (7.7)

where c is the class label in the set of classes C. i represents a pixel in an image with

dimension (W ×H). yk
i and pk

i are the ground-truth and predicted semantic segmentation maps

indicating whether pixel i belongs to class c. Joint training with the semantic segmentation

networks enables the saliency network to learn more useful semantic features relating to salient
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Figure 7.11: Details of the Salient Instance Network.

objects, compared to training with binary saliency labels only.

7.4 Experiments

For our experiments, we use ResNet-101 pre-trained on MS-COCO [27] as part of our back-

bone. Our model is based on the detectron2 framework [136] and is trained on a single NVIDIA

GTX 1080 Ti GPU, for 30 epochs. A SGD optimizer with initial learning rate 0.001 is used,

along with weight decay (10−4) and momentum (0.9). We apply random cropping, flipping

and multi-scale image training for data augmentation.

We carry out evaluation on our proposed dataset using a training set of 5,534 images for

training and 2,554 images for testing.

We use three metrics namely, F-measure, Mean Absolute Error (MAE) and E-measure

[137], to evaluate the performance of our model and state-of-the-arts. The F-measure provides

a score of the overall performance in regards to the quality of the predicted saliency map. It is

formulated by a weighted combination of Precision and Recall:

Fβ =
(1+β 2)Precision×Recall

β 2Precision+Recall
, (7.8)

where β 2=0.3. MAE calculates the average per-pixel disparity between predicted and ground-

truth saliency maps. E-measure computes the pixel-level and image-level errors simultaneously

to measure binary foreground similarities.

7.4.1 Comparison with State-of-the-Arts

We compare against 9 state-of-the-art methods in salient objects detection, including BASNet

[18], CapSal [9], CPD-R [19], PFANet [25], EGNet [22], SCRN [20], ITSD [26], LDF [23]
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Table 7.2: Quantitative comparison with state-of-the-art methods on our dataset. avgF refers to the
average F-measure taken and Em refers to E-measure. Red and blue indicate best and second best
performances, respectively.

Method avgF ↑ Em ↑ MAE ↓

BASNet [18] 0.706 0.823 0.087
CapSal [9] 0.797 0.853 0.082
CPD-R [19] 0.803 0.854 0.071
PFANet [25] 0.676 0.772 0.131
S4Net [17] 0.625 0.720 0.149
EGNet [22] 0.815 0.863 0.067
SCRN [20] 0.786 0.842 0.076
ITSD [26] 0.776 0.854 0.070
LDF [24] 0.808 0.852 0.070
MINet [23] 0.810 0.861 0.067

Ours 0.849 0.872 0.062

and MINet [24]. Furthermore, we compare with S4Net [17] (salient instance segmentation),

which also builds on the Mask-RCNN architecture like CapSal and our model. Note that in

the comparison, CapSal is the only method not trained on our dataset (direct testing only with

their pre-trained weights). CapSal requires GT captions data corresponding to GT saliency

annotations. We also run into issues running their provided source code2.

Quantitative Evaluation: We report the experimental results comparing the proposed

model with state-of-the-arts in Table 7.2. It shows that our model quite significantly outper-

forms existing state-of-the-arts across all metrics. In particular, our model show substantial

improvement in the average F-measure, with a performance increase of 4.17% over the second

best method.

Qualitative Evaluation: We further showcase the performance of our model in Fig-

ure 7.12, which displays visual comparisons between our model and 10 state-of-the-art meth-

ods. Our model is able to correctly pick out unique and interesting salient objects among

multiple distractors by utilizing the context of image scenes. This is often not the case for the

other methods as they are unable to effectively distinguish between salient objects and distrac-

tors. The bottom row images further illustrate our model exploiting semantic information in

order to fully segment the salient person from the bench. The other methods do not capture

such semantic information. They suffer from additional false saliency on part of the bench or

2We tried the CapSal source code for pre-processing captions data (https://github.com/zhangludl/
code-and-dataset-for-CapSal), but were unable to adapt their code for our dataset.
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7.4. Experiments

Figure 7.12: Qualitative comparison of the proposed method with ten state-of-the-art saliency methods:
BASNet [18], CapSal [9], CPD-R [19], PFANet [25], S4Net [17], EGNet [22], SCRN [20], ITSD [26],
LDF [24] and MINet [23].

unable to segment salient object correctly.

7.4.2 Comparison on Existing Datasets

Existing salient object datasets are not our target datasets for saliency, as they generally do not

contain complex images and are not suitable for training our model (e.g. , no object instance

and semantic segmentation annotations). Nevertheless, we provide further experiments to show

the generalisability of our model on these existing datasets.

We carry out evaluation on five common benchmark datasets: ECSSD [10], PASCAL-

S [11], HKU-IS [12], DUT-OMRON [13] and DUTS [14]. For fair comparison we use the

training set (5534 images) from our proposed dataset to train all comparison models and di-

rectly test on the five datasets. Furthermore, the test images for each of the five datasets are

filtered into a new subset that mainly include images that contain object categories defined

in our dataset. These are the object categories our model is able to generate saliency predic-

tion. The resulting ECSSD, PASCAL-S, HKU-IS, DUT-OMRON and DUTS thus respectively

contains 928, 807, 4177, 3228 and 4338 test images.
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Table 7.3: Quantitative comparison with state-of-the-art methods on five existing datasets to show gen-
eralisability. Note that we train all comparison methods on our proposed dataset, and test directly on
these existing datasets for fair comparison. Furthermore, the test images for each dataset are filtered into
a new subset that mainly include images that contain object categories defined in the proposed dataset.
The number of images of the new subsets and the original test sets are respectively indicated next to
the dataset. avgF refers to the average F-measure taken and Em refers to E-measure. Red, Blue and
Magenta respectively indicate the top 3 performance.

ECSSD (928/1000) PASCAL-S (807/850) HKU-IS (4177/4447) DUT-OMRON (3228/5168) DUTS (4338/5019)

Method avgF ↑ Em ↑ MAE ↓ avgF ↑ Em ↑ MAE ↓ avgF ↑ Em ↑ MAE ↓ avgF ↑ Em ↑ MAE ↓ avgF ↑ Em ↑ MAE ↓

BASNet [18] 0.748 0.834 0.092 0.740 0.827 0.092 0.800 0.884 0.073 0.736 0.859 0.071 0.694 0.825 0.085
CPD-R [19] 0.872 0.894 0.058 0.837 0.859 0.069 0.862 0.925 0.049 0.764 0.876 0.060 0.781 0.872 0.058
PFANet [25] 0.769 0.848 0.111 0.730 0.803 0.120 0.746 0.859 0.098 0.595 0.756 0.111 0.609 0.758 0.112
S4Net [17] 0.789 0.853 0.085 0.738 0.790 0.111 0.780 0.882 0.069 0.613 0.766 0.109 0.647 0.782 0.101
EGNet [22] 0.819 0.855 0.070 0.826 0.851 0.066 0.756 0.839 0.072 0.632 0.748 0.058 0.713 0.814 0.060
SCRN [20] 0.856 0.888 0.068 0.819 0.846 0.072 0.849 0.918 0.058 0.741 0.866 0.066 0.759 0.861 0.063
ITSD [26] 0.857 0.899 0.051 0.815 0.864 0.061 0.872 0.933 0.044 0.769 0.880 0.058 0.786 0.880 0.053
LDF [23] 0.875 0.888 0.057 0.848 0.858 0.062 0.875 0.927 0.046 0.749 0.860 0.068 0.787 0.869 0.057
MINet [24] 0.882 0.901 0.051 0.847 0.868 0.059 0.875 0.930 0.045 0.768 0.877 0.059 0.806 0.889 0.049

Ours 0.859 0.880 0.070 0.860 0.866 0.067 0.858 0.899 0.059 0.788 0.873 0.063 0.804 0.866 0.066

Quantitative Evaluation: Table 7.3 evaluates our technique on five common datasets in

comparison to existing state-of-the-arts. We would like to note that the results reported in

the table are established from the five subsets defined earlier. Figure 7.13 shows examples

of simple image scenes with salient object categories that are not defined in our dataset. We

also note here that CapSal [9] is omitted in this experiment as CapSal is unable to train on our

dataset.

The results show that our proposed model is able to outperform state-of-the-arts for certain

metrics and datasets with good margin. Particularly, we perform the best on the PASCAL-S

for average F-measure and a very close second for E-measure. Our method also outperforms

on DUT-OMRON in terms of average F-measure. For the rest, our model is able to produce

quite comparable results to the best method for each dataset-metric combination.

Overall, our model can generalise quite well on common datasets, even when it is directly

tested on those datasets. We believe that given sufficient data (i.e. , object instance and image

segmentation), our model could be trained on existing datasets and thus potentially perform

better.

Qualitative Evaluation: We present qualitative comparisons in Figure 7.14. The figure

shows example images where our method is able to perform well, despite it not always achiev-

ing the best quantitative results. It demonstrates that our method is able to utilize scene context

information, separate salient objects from surrounding background and reduce false saliency

from distractors. This can be clearly seen in the third image for ECSSD, first image for HKU-

IS, second image for DUT-OMRON and third image for DUTS. In these example images, our
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Figure 7.13: Example images in common datasets (ECSSD [10], PASCAL-S [11], HKU-IS [12], DUT-
OMRON [13] and DUTS [14]) that contain simple scenes. There are only one or very few objects. The
object categories are not defined in MS-COCO [27] and the datasets do not contain semantic segmenta-
tion annotations. As a result, our network is unable to train on these datasets and direct testing does not
always lead to our network achieving new state-of-the-art performances (Table 7.3). Images (Top) and
corresponding ground-truth saliency (Bottom).

Table 7.4: Ablation study of the proposed model on our dataset. Base: Mask-RCNN architecture, ISCS:
Instance/Stuff Context Segmentation, SSCR: Semantic Scene Context Refinement, CIT: Contextual
Instance Transformer.

Method avgF ↑ Em ↑ MAE ↓

Base 0.826 0.851 0.069

Base+ISCS 0.841 0.866 0.063

Base+ISCS+SSCR 0.845 0.869 0.062
Base+ISCS+CIT 0.849 0.871 0.062

Base+ISCS+SSCR+CIT 0.849 0.872 0.062

network is able to segment out the salient objects accurately, while existing techniques also pre-

dict false saliency of regions that surround the salient objects. Additionally, the figure reveals

that our method has potential to further improve prediction if trained properly with sufficient

data.

7.4.3 Ablation Study

We perform additional experiments to evaluate the effectiveness of our proposed modules.

These results are shown in Table 7.4. It shows that the proposed modules produce improve-

ments to the baseline saliency network. Our full model achieves the best overall performance

and state-of-the-art results. This suggests that the proposed modules are able to effectively

extract and enhance scene context information, then integrate them for saliency reasoning.

7.5 Limitations and Future Work

We find three reasons for our method not always outperforming on existing datasets: a) our

method requires instance data for training. However, such data is not available in existing
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Figure 7.14: Visual comparison of our proposed method with state-of-the-arts (BASNet [18], CPD-R
[19], PFANet [25], S4Net [17], EGNet [22], SCRN [20], ITSD [26], LDF [24] and MINet [23]) on exist-
ing salient object detection datasets (ECSSD [10], PASCAL-S [11], HKU-IS [12], DUT-OMRON [13]
and DUTS [14]).
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datasets. b) our method mainly focuses on multiple salient object detection in complex scenes.

As the other datasets contain mostly images of very few objects, it is difficult for our model to

explore/leverage object and scene context relationships. c) some test images also contain GT

salient objects of categories not defined in our dataset. Our method thus may not recognise

such objects. Despite the above constraints, our method still show some ability to capture and

predict parts of those undefined objects, albeit not always outperforms. In the next Chapter

8, we aim to tackle these limitations by introducing a pixel-based saliency stream to mitigate

failure of missing ground-truth salient objects.

7.6 Summary

In this chapter, we observed that existing salient object detection methods do not fully capture

the semantic context of complex image scenes, leading them to produce false saliency of dis-

tractors and missing prediction of salient objects with relations to the scene context. We have

also found that popular saliency benchmark datasets mostly contain images of simple scene

structure, and do not provide real-world scenarios involving complex scenes with rich context.

We have tackled these problems by proposing a new challenging dataset with complex scenes

and a saliency model that exploits semantic scene context for improving saliency reasoning.

Experimental results show that the proposed model outperforms state-of-the-art methods on

the proposed dataset.
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8. Combining Instance-based and Pixel-based Saliency

8.1 Introduction

In this chapter, we aim to improve the limitations of our salient object detection model from

Chapter 7. As mentioned in the previous chapter, we observe three main issues with our orig-

inal method that becomes evident with existing datasets. The first issue is that our method re-

quires instance annotation data for training, which is not available in existing datasets. There-

fore, we are unable to directly train on those datatsets. Second, our method is designed for

complex image scenes containing many objects with rich context. On the other hand, existing

datasets are mostly built from simple image scenes with few objects. The third issue is that

the existing datasets also contain salient objects, whose object categories are not defined in our

proposed dataset. These issues are primarily caused by the design of our method being based

on object proposals, which require specialized instance data for training.

Missing detection of certain objects is a common problem with instance-based (object pro-

posal) saliency techniques. This is especially the case for newer datasets, where those objects

have not been defined previously, requiring modifications to the network and updated train-

ing with additional instance annotations. Furthermore, instance-based techniques may learn

some saliency bias to specific object categories if those objects are usually found to be more

ground-truth salient throughout the dataset.

Traditional pixel-based saliency techniques are quite resilient to the above issues, as they

generally learn abstract-like representation of a mixture of object categories. In addition, pixel-

based techniques do not require further specialized data and can train directly from the ground-

truth saliency map. However, these strengths also lead to pixel-based techniques being weaker

in localizing individual object features.

Motivated by the above limitations, in this work we propose to integrate a pixel-based

saliency stream with our original instance-based saliency network (from Chapter 7) to com-

plement each other. We design our pixel-based saliency stream to train on both salient and

non-salient objects. It encourages to learn discriminative object features and to separate salient

and non-salient object features. We then develop a Contextual Saliency Aggregation (CSA)

module, which learns to dynamically combine the saliency outputs from the instance-based

saliency stream and a pixel-based saliency stream.

Contributions: In this chapter, we build upon the work and limitations from the previous

Chapter 7. The main contributions of this work include:

• We propose to combine instance- and pixel- based saliency outputs with a new Contex-
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tual Saliency Aggregation (CSA) module to improve the final saliency prediction.

• We perform further experiments to evaluate our new method with comparisons to state-

of-the-art techniques.

The work in this chapter is in preparation for submission to1.

The following sections detail the integration of pixel-based saliency with instance-based

saliency, along with a saliency aggregation module in Section 8.2. Section 8.3 show experi-

mental results of our new method and the limitations are discused in Section 8.4. Finally, we

conclude the chapter in Section 8.5.

8.2 Proposed Method

Figure 8.1: Architecture Overview. We extend our salient object detection method from Chapter 7.
We introduce a pixel-based saliency stream and combine its prediction with our original instance-based
saliency. The combination is performed by the Contexual Saliency Agggregation (CSA) module, which
learns to dynamically fuse saliency predictions from the two streams.

8.2.1 Network Architecture Overview

We extend the salient object detection network from our preliminary work in Section 7.3. We

incorporate a pixel-based saliency stream, which utilizes scene context features for generat-

ing pixel-level saliency prediction. It is introduced to complement the instance-based saliency
1Avishek Siris, Jianbo Jiao, Gary K.L. Tam, Xianghua Xie and Rynson W.H. Lau. “Scene Context-Aware

Salient Object Detection”. IEEE Transactions on Pattern Analysis and Machine Intelligence (TPAMI).
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Figure 8.2: Details of the Pixel-based Saliency Stream.

prediction with finer segmentation accuracy, while reducing saliency bias towards specific ob-

ject categories. Next, the outputs from the pixel-based saliency and instance-based saliency

streams are fed as inputs to our Contexual Saliency Agggregation (CSA) module. CSA merges

the predictions from the two saliency streams with scene context features, in order to produce

the final saliency prediction. The aim of CSA is to generate the final saliency prediction by

combining agreed saliency from the two saliency streams, at the same time recover saliency

prediction missed by the other stream. It also enables suppression of false saliency by rea-

soning the saliency predictions between both saliency streams. An overview of the network

archtecture is illustrated in Figure 8.1

8.2.2 Pixel-based Saliency Stream

To complement the predictions of our previous instance-based salient object detection method,

we propose to integrate it with a pixel-based saliency stream. The goal of the pixel-based

saliency stream is to promote detection of salient objects that is missed by the instance saliency,

while also reducing saliency bias to common object categories. Figure 8.2 illustrates the struc-

ture of the pixel-based saliency stream.

We begin by combining the scene context feature ( fsc) with the low-level P2 feature from

the multi-scale features, by using a concatenation and convolutional layer. This provides us

with useful high-level contextual features of objects that is enhanced with lower-level details

(e.g. , edge information) that is preserved by the P2 feature [22]. We then use this feature as

input to two independent stacks of convolutional layers. Each stack consist of 3 convolutional

layers, which is followed by a prediction layer. One of the stacks is designated for foreground

salient object prediction, while the other stack is purposed for non-salient background object

prediction. We design this approach for encouraging the network to explicitly learn features
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Figure 8.3: Details of the Contextual Saliency Aggregation (CSA) module.

that are able to distinguish from salient and non-salient object features.

8.2.3 Contextual Saliency Aggregation

Our original instance-based saliency is able to localize and predict saliency of indiviudal ob-

jects well. However, it may miss predictions or learn saliency bias towards specific object cate-

gories. The pixel-based saliency does not have much issues with missing detection of particular

objects, nor will it learn strong bias towards some object categories. It is capable of learning

salient features directly from the ground-truth saliency maps. But it lacks in proficiently seg-

menting individual salient objects without introducing false saliency from surrounding regions.

Here, we propose to combine the saliency outputs of the instance- and pixel- based saliency

streams to produce the final saliency prediction (shown in Figure 8.3). Simply combining the

saliency outputs from the two saliency streams may not be very effective, as there is no adaptive

learning to reduce the propagation of errors from the two outputs. We instead take a progressive

approach to the aggregation of the saliency outputs.

Similarly to the pixel-based saliency stream, we first apply a convolutional layer to the

concatenation of the low-level P2 feature and scene context feature ( fsc). We then multiply

this feature with the saliency outputs from the instance- and pixel- based saliency streams,

generating two new saliency features that correspond to each of the saliency streams. It al-

lows the network to obtain two saliency features conditioned on separate saliency processes,

which can learn different context information and later combined for better saliency predic-

tion. Next, we separately apply two convolutional layers resulting in the features f ins and f pix.

We follow this with two prediction layers, which generate intermediate saliency predictions
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for the instance- and pixel- based saliency streams. This enables the progressive improvement

of saliency predictions from our two saliency streams. We add together the features f ins and

f pix, then concatenate it with the two intermediate saliency predictions and apply a convo-

lutional layer. We then adopt channel-wise refinement (with similarities to Section 7.3.2) to

allow the network to dynamically weight useful channel features that are derived from either

the instance-based or pixel-based saliency features. Finally, we add a residual connection with

the feature before the channel-wise refinement, after which a prediction layer is used to create

the final saliency prediction.

We use binary cross-entropy loss to train the pixel-based saliency stream and the Contextual

Saliency Aggregation module. The binary cross-entropy loss is defined similarly to Equation

7.7 (Section 7.3.4). However, it compares the ground-truth saliency map against the predicted

saliency map. The ground-truth saliency map contains two class labels (Background = 0,

Salient = 1), indicating non-salient or salient for certain pixels. The predicted saliency map

contains the probability for pixels belonging to the salient class.

8.3 Experiments

We follow the same experimental settings performed in Section 7.4, but with minor changes.

Our new model is trained on an RTX 3090 GPU to accommodate the increase in the network

size. We train for 30 epochs with the SGD optimizer. The learning rate is set to 0.001 with

weight decay (10−4) and momentum (0.9). For data augmentation, we apply random cropping,

flipping and multi-scale images.

Evaluation is carried out on our dataset, which was proposed in Section 7.2. We use a

training set of 5,534 images and 2,554 images for testing.

Again we use the average F-measure (avgF), Mean Absolute Error (MAE) and E-measure

for our evaluation metrics. Additionally, we introduce two more metrics, the max F-measure

(maxF) and S-measure [138]. The S-measure simultaneously evaluates region-aware and

object-aware structural similarity between the predicted and ground-truth saliency maps.

8.3.1 Comparison with State-of-the-Arts

We compare against 13 state-of-the-art methods in salient objects detection, including BASNet

[18], CapSal [9], CPD-R [19], PFANet [25], S4Net [17], EGNet [22], SCRN [20], ITSD [26],

LDF [23], MINet [24], CSNet [28], GateNet [29] and VST [30].
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Table 8.1: Quantitative comparison with state-of-the-art methods on our dataset from Section 7.2. We
also compare with our original model SCAS [3] from Chapter 7. avgF refers to the average F-measure,
while maxF refers to the max F-measure. Em refers to the E-measure and Sm to the S-measure. Red and
blue indicate best and second best performances, respectively.

Method avgF ↑ maxF ↑ Em ↑ MAE ↓ Sm ↑

BASNet [18] 0.706 0.813 0.823 0.087 0.801
CapSal [9] 0.797 0.836 0.853 0.082 0.816
CPD-R [19] 0.803 0.844 0.854 0.071 0.829
PFANet [25] 0.676 0.782 0.772 0.131 0.764
S4Net [17] 0.625 0.644 0.720 0.149 0.678
EGNet [22] 0.815 0.862 0.863 0.067 0.846
SCRN [20] 0.786 0.860 0.842 0.076 0.841
ITSD [26] 0.776 0.860 0.854 0.070 0.844
LDF [24] 0.808 0.854 0.852 0.070 0.838
MINet [23] 0.810 0.859 0.861 0.067 0.838
CSNet [28] 0.692 0.802 0.802 0.111 0.789
GateNet [29] 0.811 0.867 0.860 0.065 0.852
VST [30] 0.794 0.844 0.840 0.072 0.834

SCAS [3] 0.849 0.861 0.872 0.062 0.828
Ours 0.838 0.875 0.875 0.062 0.857

As mentioned previously in Section 7.4.1, we are unable to train CapSal on our dataset, as

we do not build caption data for our dataset and we run into issues with their code.

We provide further comparison against our original method SCAS [3] from the previous

Chapter 7.

Quantitative Evaluation: Table 8.1 reports the comparison results between our new model

and state-of-the-art techniques. The table shows that our new model has a better overall perfor-

mance than our original network (SCAS) from Chapter 7. From the table, we can see that our

new model achieves significant improvements on the max F-measure and the S-measure. Per-

formance on the E-measure and MAE is quite comparable with minor increase and decrease,

but we do lose some performance on the average F-measure.

Compared to the state-of-the-art techniques, our new model outperforms on all metrics. It

produces performance gains of 0.92%, 2.82%, 1.39%, 4.61% and 0.85% to the second best

methods, on the average F-measure, max F-measure, E-measure, MAE and S-measure, respec-

tively.

Qualitative Evaluation: We showcase the visual comparison between our new model

and state-of-the-arts in Figure 8.4. From the figure, we can see that our new model is able
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Figure 8.4: Qualitative comparison of the proposed method with state-of-the-art saliency methods:
BASNet [18], CapSal [9], CPD-R [19], PFANet [25], S4Net [17], EGNet [22], SCRN [20], ITSD [26],
LDF [24], MINet [23], CSNet [28], GateNet [29] and VST [30]. We provide further comparison with
our original model, SCAS [3] (from Chapter 7).

to correctly identify multiple salient object in complex image scenarios. It is able to suppress

multiple distractors by utilizing scene context information, while other state-of-the-art methods

are unable to do so well. For instance, in the fifth row from Figure 8.4, many of the state-of-

the-art methods do not confidently segment the salient dog and laptop. They also introduce

false saliency of the couch, which has similar dark texture to the dog.

When comparing the new model with the original model (SCAS), the new model is able

capture salient objects that SCAS misses (e.g. , second and third row). The integration of the

pixel-based saliency stream enables the new model to capture better spatial low-level details,

which improves the quality of segmentation in the final prediction. It also helps the network to

focus on correct salient objects and remove false saliency of background objects.

8.3.2 Ablation Study

We further carry out an ablation study to show the effectiveness of the new modules, shown in

Table 8.2. The table shows performance gains when adding the new modules, especially on the

max F-measure and S-measure. The full model achieves the best overall results. This suggests

that the integration of the pixel-based saliency stream with the contextual saliency aggregation,

contributes to enhancing the prediction of the instance-based saliency.
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Table 8.2: Ablation study of the proposed model on our dataset. Base: Mask-RCNN architecture, ISCS:
Instance/Stuff Context Segmentation, SSCR: Semantic Scene Context Refinement, CIT: Contextual
Instance Transformer, PsCSA: Pixel-based Saliency Stream with Contextual Saliency Aggregation

Method avgF ↑ maxF ↑ Em ↑ MAE ↓ Sm ↑

Base 0.826 0.839 0.851 0.069 0.819

Base+ISCS 0.841 0.853 0.866 0.063 0.825

Base+ISCS+SSCR 0.845 0.856 0.869 0.062 0.828
Base+ISCS+CIT 0.849 0.860 0.871 0.062 0.828
Base+ISCS+PsCSA 0.832 0.875 0.871 0.063 0.855

Base+ISCS+SSCR+CIT 0.849 0.861 0.872 0.062 0.828
Base+ISCS+SSCR+PsCSA 0.831 0.870 0.869 0.062 0.854
Base+ISCS+CIT+PsCSA 0.833 0.873 0.873 0.062 0.856

Base+ISCS+SSCR+CIT+PsCSA 0.838 0.875 0.875 0.062 0.857

8.4 Limitations and Future Work

We integrate saliency prediction from a pixel-based stream with the instance-based saliency

stream, in order to support our network to capture missing salient objects. Although, our pixel-

based saliency stream does help to predict missing salient objects, it can also introduce false

saliency to small regions or parts of background objects. This is a typical issue with pixel-based

saliency, as it performs saliency reasoning on the pixel/patch-level, which makes the scope of

learning salient features to be very localized towards parts of an object. Therefore, it results in

false saliency being generated if background regions contain features similar to parts of salient

objects.

Another potential limitation we find is that sometimes the segmentation of salient objects

is not fully captured and uniform. There are some cases where the segmentation of objects

contain very weak or missing saliency within the body of an object. This is likely caused by

the pixel-based saliency stream deeming those parts of an object to be related to non-salient

background features, thus decreasing their saliency value.

Further investigation of how to effectively combine pixel- and instance- based saliency

would be a good research avenue for future work. [9] is the only other work that considers this

approach, but it is has not been fully explored in the saliency literature. A possible solution to

the above issues would be to incorporate more explicit interactions between the instance-level

and pixel-level features for saliency reasoning, rather than just learning to weight the saliency

outputs from the two streams.
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8.5 Summary

In this chapter we built upon the limitations of our original salient object detection model from

Chapter 7. We introduced a pixel-based saliency stream to complement the weaknesses of

instance-based saliency, which involves missing prediction of uncommon object categories and

learning bias towards particular objects. This is performed by a new Contextual Saliency Ag-

gregation module, which learns to combine the saliency outputs from the pixel- and instance-

based saliency streams. Our experimental results show that our new model achieves new state-

of-the-art performance, while promoting prediction of missing salient objects, reducing false

saliency of whole background objects and improving the overall quality of segmentation.
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9.1 Conclusions

In this thesis we have investigated recent deep learning techniques in salient object detection

and saliency ranking. We then explored alternative methods for saliency, which were motivated

by findings in psychological studies. We first examined the domain of saliency ranking. We

found that initial work proposed to perform relative ranking of salient objects, based on the dif-

ferences in saliency agreement between multiple observers. However, this led to cases where

multiple objects could be given tied saliency ranks. In contrast, psychological and neuropsy-

chological studies have found that the human visual system shifts attention from one stimuli to

another, due to the limited capacity of the human brain. Incorporating such attention shift for

saliency ranking had not been explored previously. Motivated by these findings, we defined a

new task of saliency ranking based on attention shift (in Chapter 5). We built a new dataset for

salient object ranking based on attention shift, which was supported by our user study. We then

proposed a deep learning model to predict saliency ranks with bottom-up and top-down atten-

tion mechanisms. Our experiments showed that deep learning techniques are able to model

saliency ranking based on attention shift, by utilizing bottom-up and top-down approaches.

In Chapter 6, we extended our saliency rank network by improving upon its limitations.

One of the limitations included our network being trained in two stages, which prevented the

backbone and object features from being fine-tuned with saliency rank training. Another limi-

tation was that our saliency rank network was defined as rank-id classification during training,

which required further post-processing to determine the final discrete ranking. Even though

our network was able to achieve good results with these limitations, our network was still not

optimally trained. We addressed these limitations and proposed new optimal techniques for

enhancing the performance of our original saliency rank network. We modified our network

and trained it in an end-to-end manner, while adopting a learning-to-rank technique for train-

ing. These modifications provided a better training solution for saliency ranking, as it enabled

fine-tuning of all network features and the ability to effectively learn saliency differences be-

tween multiple objects. Additionally, we investigated the impact of poor boundary distinction

between objects leading to weaker performance. To address this issue, we introduced a new

salient edge network that was coupled with the mask segmentation network. It allowed both

networks to mutually improve the segmentation and edges of salient objects. We then intro-

duced a new saliency rank evaluation metric and with further experiments, we demonstrated

that our network was able to achieve new state-of-the-art results.

Following after our work in saliency ranking, we surveyed deep learning methods in tra-
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ditional salient object detection. During our survey, we discovered that current salient object

detection methods had difficulties in correctly predicting saliency on complex images. We ob-

served that most of the common salient object detection datasets were not very challenging,

and only contained images with few objects and simple background. This does not reflect real-

world images which contain many objects and complex background. Moreover, we observed

that the state-of-the-art techniques were usually trained on class-agnostic binary saliency la-

bels, which do not enable learning of semantic contextual information that could be useful for

saliency reasoning. In Chapter 7, with further motivation from psychological studies suggest-

ing that semantic scene context influence attention, we proposed a new salient object detection

framework. The framework utilized semantic segmentation of Things and Stuff categories for

extracting our semantic scene context information, then learning of the relationships between

salient objects and scene context. To accommodate the training of our new framework, we built

a new salient object detection dataset that consisted of complex images with rich context. Re-

sults from our experiments showed that we can learn discriminative semantic context to boost

saliency prediction in challenging complex scenes.

Finally in Chapter 8, we further built upon our salient object detection framework. We

found that our original method had many limitations, due to the nature of its design. We

observed that our instance-based (object proposal) saliency method may miss saliency pre-

diction, especially if the object had not been previously defined. Additionally, it may learn

saliency bias to common object categories. To this end, we proposed to combine a pixel-

based saliency stream with the instance-based saliency stream to complement the outputs of

each other. The combination of both streams facilitated in improved saliency reasoning, as it

exploited saliency information learnt from two different saliency processes. It enhanced seg-

mentation quality, while recovering missed saliency predictions and suppressing false saliency

predictions. Our new salient object detection method was able to produce new state-of-the-art

results and improve the weaknesses of our original framework.

9.2 Future Work

In this work we have observed many limitations and possible directions for future work. Dur-

ing our study in saliency ranking, we have identified that saliency ranking is still quite a new

problem that has been under-explored, especially saliency ranking based on attention shift. We

believe that saliency ranking can advance the problem of saliency detection. Not only does

it model closely to the human visual attention process, but it would also provide great bene-
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fits to down-stream applications and problems that utilize saliency (e.g. , image compression,

robotic navigation), as it offers rank priority information. One possible application could be

to integrate task guided saliency detection and ranking for automated driving. In this case, the

saliency method would learn to identify important salient regions or objects that relate to the

task of driving. The identified regions or objects could be used as additional targets of interest

to caution during automated driving, which may not be registered by hardware sensors or con-

sidered as a factor in simple driving scenarios and conditions. Ranking of the salient regions

or objects could then specify order of importance that may be used to plan driving navigation

and for reacting to certain events.

Furthermore, new saliency ranking techniques could be developed to incorporate better

learning-to-rank approaches for improving the performance of current methods. Correctly pre-

dicting lower saliency ranks is a very challenging problem, since saliency differences between

lower ranks become minuscule. A future work would be to explore for effective methods to de-

tect minor saliency rank differences, as this is a limiting factor of our saliency rank network. It

would be interesting to investigate how different scene compositions would affect the number

of saliency ranks and the magnitude of attention that each rank would hold.

In terms of traditional salient object detection, the current saliency task is mainly designed

on images with simple background and limited number of objects. This is not very useful as

new research is heading towards complex tasks that require real-world complex images scenes.

The saliency methods trained on simple images struggle to perform well on complex image

scenarios and so, their use case in the pre-processing stage for complex problems would not

be beneficial. We believe that the future research direction of saliency should focus more on

complex image scenes. This would be more valuable and impactful to the vision research com-

munity, as it would instigate the development of more robust saliency techniques that would be

more useful for complex down-stream applications.

To our knowledge, only a couple of works [9, 94] leverage high-level scene semantics for

saliency detection. Future work would entail experimenting with various approaches to extract

and employ semantic scene information. One possibility is to use classification of scene events

to understand the context of the image scene, for weighting saliency of objects that highly

relate to the event. It would also be interesting to utilize the understanding of object properties

and their potential interactions with other objects for guiding saliency.

In regards to high-level semantics, graphs are very good at capturing structural relations.

Deep learning has recently been applied to graphs, resulting in the emergence of Graph Con-

102



9.2. Future Work

volutional Networks (GCNs) [139,140]. It facilitates the learning in the properties of graphical

structures [141] and the interactions between multiple entities [142]. [2] exploit GCNs for

relative saliency ranking, however, they mainly use person prior knowledge as the high-level

semantic information for learning the interactions between salient objects. It would be inter-

esting to learn more explicit semantic relationships between general objects and background

regions, including the affordances of objects and the linguistic structure of a scene.

Additionally, further top-down attention factors have not been fully explored for saliency.

Investigating how different tasks and goals of an observer can affect the saliency could be ben-

eficial not only in understanding how humans behave, but also in developing general saliency

methods that can adapt to various image/video settings (e.g. , different image scenes and tasks).

It could assist in designing networks that could combine reasoning from different tasks, in or-

der to perform a complex task. Other factors that could be studied may involve in how strongly

observer preferences and interests may influence their attention, and whether intrinsic expec-

tations of certain events direct attention.
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